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P R O C E E D I N G S
(8:07 a.m.)



DR. GREEN:  Ladies and gentlemen, it's my great privilege to offer a warm welcome on behalf of my colleagues at NIH and AHRQ, Robert Wood Johnson Foundation, and a variety of other people we've consulted with.



Apart from the stacking this meeting with our friends and favorite authors, Larry Fine and I have tried to be as evenhanded as we could between CDC and NIH, the two sponsoring organizations, among our various other collaborating organizations, and as I think you'll see as the proceedings unwind, we have in this room, and I thank you for coming, the world's great experts and experience and talent on the issues that we're going to try to grapple with.



I want to say just a few words about the brief history that led us to this meeting by way of setting the stage.  We recognized about two years ago that we had some issues in common across the funding organizations, CDC and NIH, but also in consultation.  We had Rob Sanson-Fisher with us at the time who was chairing the Medical and Health Research Council of Australia peer review panels, and in discussions with our friends at AHRQ and the Robert Wood Johnson Foundation, we found that all of us were struggling with a common set of problems around peer review in the first instance in which the reviewers came together as a very interdisciplinary group, usually when taking on the review of proposals that dealt with complex systems, multilevel interventions or programs and policy and those problems seemed to center particularly on language used differentially across the professions and disciplines with respect to design.



That led to a set of problems around what different disciplines perceive to be acceptable as designs.  It led to questions of designs needed to encompass the growing complexity of the things we were seeking to evaluate scientifically, and it led to questions of the lack of control that experimenters increasingly felt as they branched away from situations in which they exercised much greater control, and so one of the first questions that we want to grapple with today and tomorrow is the question of how out of control can we allow or must we allow designs to become if we are to, at the same time as assuring validity, internal validity, recognize the need for studying these phenomena in the real world and to reality test them in their real circumstances.



What price do we pay is essentially the question that peer review committees were grappling with.  What price do we pay in external validity?  What tradeoffs do we confront between internal validity and generalizability of results as we move into real practice situations?  If we insist on randomization, for example, as the all purpose equalizer of extraneous variables, what price do we pay in understanding the sacrifice of the reality conditions under which practice occurs when we don't have that degree of control?



Now, at a previous conference in this series, and this is one in a series that we've been collaborating on between CDC and NIH in particular, we addressed problems particularly of translational research.  NIDDK was the main sponsor and host of that meeting.  We began to debate some of these issues at that meeting, but we left unattended there, saving it for you for today, some of these most difficult design issues that we're going to try to grapple with here.



We left the question of reality testing under experimental conditions or quasi-experimental conditions for today to be reality tested against a set of scenarios that Larry Fine will say more about in his words of welcome in a few moments.



We did give some of the multilevel interventions needed in order to test translational and dissemination strategies.  We dealt with some of the multicomponent aspects of programs needed to achieve translational purposes, and we dealt with some of the questions of over-determined systems in which these complex behaviors and strategies are embedded.  But today is the day that we want to come more directly to terms with design questions around those issues.



A major conclusion that I for one drew from that previous conference was that we have put so much emphasis on evidence-based practice, on the efficacy testing of things that we want to get into practice and even some efficacy testing of ways to get them into practice, so much focus on evidence-based practice, that we may have neglected the question of practice-based evidence; that is, the degree to which the evidence that we're trying to bring to practice is sufficiently based in practice and that again is a way of framing the questions that we want to grapple with here today.



I think with those brief remarks, has Dr. Chesley arrived?  I don't see him.  Then let me introduce my good friend and colleague and co-conspirator in the co-chairing of the groups who have helped to plan this and their names are listed.  They're all implicated in this.  Dr. Larry Fine is the medical advisor to the director of the Office of Behavioral and Social Services Research in the Office of the Director at NIH and a great colleague who has done much, if not most, of the work in helping us get this organized.



Larry?



DR. FINE:  Good morning, and thank you, Larry, for that introduction.  I have a few slides here.



So I want to add a little bit to what Larry said in terms of the NIH perspective and those of you from NIH will recognize this.  Many of you know that we've been engaged in the road map which is a strategic exercise and one of the most important parts of the road map is the third component which is reengineering clinical research and it's been shaped in part by the discussions that you've seen in JAMA and other places about moving not only from the bench to the bedside, which is kind of the classic translational research, but moving from the bedside to practice, and I think that this conference raises issues about effectiveness research that will be discussed in terms of research designs that are most appropriate for this kind of research which is I think after we have efficacy evidence.



So I think one of the things I want to say, as you listen to the groups that we've put together of scientists, we asked them to assume that there was a body of efficacy evidence that had been established already.  So they were working from that base.  That was one of the key assumptions we gave them.



As we worked with the groups, we shared with them input from that large planning committee.  Larry and I and Barbara and Shawna spent really a year meeting with our colleagues, both in CDC, NIH, and eventually with AHRQ, to try to figure out what were really some of the themes that this conference should focus on.



So the idea was proposed by the planning committee that we really ask these groups of presenters to present alternatives for us to look at to illustrate the tradeoffs of any particular study design.  They asked us to pick a diverse set of topics.  So you'll see that the topics range from diabetes to promotion of physical activity and the idea here was that even though these are all specific topics, that they would illustrate common issues about research designs.



I think what's very important is we're presenting these alternatives not really to pick winners or losers.  We're not rating these alternatives in terms of giving them a score.  We're presenting the alternatives to really focus on the tradeoffs for that particular alternative.



We're doing this to try to promote discussion.  We've tried to divide up the time and Tom Chapel will go more into the mechanics of this.  So we're trying to promote discussion.  The planning committee asked us to ask the presenters to role play in the situation in which they were applying for an ordinary NIH or CDC grant and therefore had to deal with the half million dollar direct cost limit.



Now, you will see, as they work through these problems, I think one of the underlying messages here is that effectiveness research is expensive.  So I don't know that any of the groups exactly kept to that, but we kept them to the lower end rather than to $15 or $20 million which would always be nice to have.



So as we start this process, and one thing I want to let you know is that these teams actually never met in person.  We did this all over the phone, starting in January with monthly or a little bit more frequently conference calls.  So many of these people had not worked together previously.  So I think when you'll see what their product is, it's really pretty remarkable that they were able to do this over the phone in teams and not necessarily have a long track record of working together.



So what they've produced and what you've seen in the book are something that's much more than an abstract in terms of the 15-to-20-page tables that we've created on these study designs, but we acknowledge it's a little bit less than RO1.  So if there are a few details that are not there, you'll be able to ask them to fill those in, but these are somewhere in between because obviously they didn't have all of the time in the world.  They were doing this as they were doing many other important things.



As I said, we've been flexible on cost, and again we've asked the presenters ‑‑ at one point, the presenters would often say to me, "Well, you know, is this a study design that I'm recommending to NIH?  I'm a little uncomfortable.  It has certain weaknesses that might not be what I would propose if I was proposing an RO1."  I'd say look, these are examples to stimulate discussions.  We're not making recommendations that this study design in this setting should be done.  It's to promote discussion.



But I think what you'll see is that these teams have very seriously and very thoughtfully and with a great deal of energy really engaged the charge that we gave them, and so I think it's going to be a very exciting morning.



Denise?



DR. DOUGHERTY:  I'll fill in for Francis.



DR. FINE:  Denise Dougherty from AHRQ.



DR. DOUGHERTY:  Francis sends his apologies. I got an email this morning that there's an urgent meeting at the office, so of course I'm dying to find out what that's all about.





I'm Denise Dougherty from the Agency for Healthcare Research and Quality, which is not one of the NIH institutes, but is a separate agency of the U.S. Department of Health and Human Services, and we were delighted to be brought into this really interesting innovative meeting by Larry Fine and Larry Green and Shawna Mercer and their colleagues Barbara and Vanessa Brown.



Because, as many of you know, the health care system is indeed a complex intervention all of its own and our agency's mission is to improve the quality and safety, efficiency and effectiveness of health care for all Americans, and we are striving mightily to figure out how to do that at a systems level and a clinical level as well.



If you're aware of the Institute of Medicine report "Crossing the Quality Chasm" basically said that the health care system in America is very broken and that there are issues that go really beyond the individual physician's office or individual hospitals that people may visit which, of course, have their own complex systems of care but really coordination of care between physicians, between physicians and other kinds of therapists, between emergency rooms and hospitals, between emergency rooms and primary care, as you'll hear about when you hear Carlos Camargo and Sandra Wilson do the asthma scenario tomorrow.



It's a very complex system, and we're a small agency that doesn't have a lot of money to do randomized controlled trials in the system, if these systems would actually allow randomized controlled trials, which over $1 trillion health care system in all its many facets really will not put up with randomized controlled trials by a research group that will last for five years.



So we are dearly in need of alternatives to randomized controlled trials that will give us enough information so that we can go out and say this intervention worked to improve efficiency and effectiveness and quality of health care in this region or in the national set of hospitals or health care interventions, so that we can then go say to other regions and other subsets of the health care system you should go out and try this because this works and that's our job.  That's what people in the outside world tell us, the private sector tells us.



Our job at AHRQ is to give them the evidence on what will work to improve the health care system, and we need to get a better cadre of people who can work at the organizational and clinical levels and to provide more guidance as an agency I think to what kinds of research designs will work so that we can do our job as an agency.



So I'm very pleased to be here today, and other people from AHRQ are here as well.  David Stevens, who used to be at HRSA and knows about the complexities of community health centers.  David Lanier, who is at AHRQ and works on the practice-based research networks, another area where we need some interesting innovative designs.  Probably other people who I haven't spotted yet.



So thank you very much, Larry and Larry and everybody, for allowing AHRQ to participate in this and I look forward to hearing what everybody has to say.  Thanks.



MR. CHAPEL:  I'm Tom Chapel.  I'm from the CDC.  I'm going to be the facilitator for the meeting, so I'm just going to walk through a couple ground rules and logistics so things go smoothly.



Before I do that, let me recognize Mike McGinnis, who's a vice president with Robert Wood Johnson Foundation, which has also been a big partner and helper in this effort.



Real quickly, it would be very easy for this meeting to be a great meeting just having people present scenarios and have us deal with those as if they were panel sessions, but in the discussion, despite the size of the meeting, we've always aspired for this to be sort of the next level up where we would use those scenarios as jumping-off points to sort of garner more cross-cutting insights about what we're learning about different research designs and what situations we apply which research designs.



So with that in mind, we're going to try and ride herd a little bit on the discussion and manage it a little bit more than the typical sort of MC operation.  So I just ask your forbearance if I'm riding herd or saying okay, let's hold that question or let's bring out different questions.  We're trying to get discussion threads going as opposed to kind of just standard sort of random insights that would come from normal questioning after a panel.



Organization logistics.  If you're at the table, we have a transcriber, but he's going to operate mostly from a verbatim transcript which is being taped.  So even though the acoustics of the room are pretty good, people at the table, you have a mike in front of you and you don't need to talk into the mike, but the mike does need to be on, which you'll know by pressing the button. You'll see a red light on.  Conversely, you need to turn it off when you're not speaking, unless you want your random insights to be picked up on the transcription.



(Laughter.)



MR. CHAPEL:  So you can sit back, whatever.  The mike will pick you up, but the red light needs to be on.



For people in the audience, these chairs will all be full when everybody gets here.  I think some people are getting through security or trying to find the room or whatever.  We're going to have roving people with microphones.  So when you want to make a statement or ask a question raise your hand, the mike will come to you, but please don't speak till you have the mike, again in the interest of the verbatim transcript.



The scenarios are organized all the same.  There's an hour for the group to present.  They'll try and set up their problem first, walk you through their designs.  If you look in the book which I'll get to in a second, there's very, very lengthy scenario tables which I feared would be hard for the whole group to assimilate, but then I realized we have in front of those a very brief set of slides which the group will present to introduce you to their problem, their choices, the tradeoffs they see in their choices.



We have 20 minutes at the end of every scenario where we'll open it up to questions.  I'm going to try with the first one to kind of manage that and see how it goes.  My goal is to first answer any questions that are totally about clarity or intelligibility.  Did you understand what the group was saying?  Then open it up to what did you think about what the group was saying?  Do you have questions of them?  Then as we move across scenarios, we want to leave the discussion of individual scenarios and talk as much as possible about the discussion of sort of the cross-cutting insights.  What have we learned from this group's presentation about how we might choose certain designs or tradeoffs inherent in certain designs?  So I'll try and manage that as best I can without really cutting into the discussion.



Shawna is keeping a tally of the sort of cross-cutting insights as we progress, and we'll present those back to you at intervals for you to comment back and say yes, this is sort of a pattern I see in what we're saying or no, I don't think that's a pattern.



Finally, there are cards like this, just a few in every binder, and those are your opportunity to add questions that either you're too shy to ask, you don't have time to ask or whatever.  We'll ask you just to send them up front.  We'll look at those at the breaks and then get to them before we move on to the next scenario.



Between scenarios, after every couple scenarios, we have an expert commentator who's here to offer a few minutes of insights back and then some discussion with the group about what they've heard so far that can advance the cause.



Let me introduce you to the book real quickly.  There's a lot in it.  The vast majority of it I'm sure you've determined is the six scenarios.  Each one has a set of the slides that the group will be presenting, followed by their detailed scenario table which generally will run to 10 to 20 pages.  The asthma one is an addendum that everybody should have gotten to insert into their book when they were at registration.  If you did not, go out there to registration any time and get it.



Behind that is the slide set for exploring the tradeoffs, a panel discussion, a series of presentations we'll have tomorrow by some expert presenters.  Behind that are several extracts from Campbell and Stanley, Shadish, Cook, and Campbell, et cetera, on various research designs.  Behind that is an evaluation form which we'll ask you to attend to as the discussion comes to a close tomorrow.  Then a series of appendices.  We tried hard to put speaker bios, et cetera, in here, so we wouldn't lose a lot of the time to introduction of people since we have so many people participating, and also who's here, bibliographies, glossaries, et cetera.



The last two are statements, one from the Society of Prevention Research on standards for criteria for evidence, and finally a summary of the TREND statement, which many of you I'm sure saw in American Journal of Public Health in the March edition.



With that, let me turn it over to Shawna, who's going to introduce our first group, which is the Diabetes Workgroup.



If it doesn't really disturb you too much, could I ask that the person that's going to do most of the speaking sit as close forward as possible to me so I can of give you high signs on time so we keep that under control.



Housekeeping.  As Larry already talked about, breaks we'll take at intervals as marked and we have goodies, coffee and treats, in Room 9, which is ours for the duration.  Restrooms are down the hall.



A plug for dinner.  We've arranged for 40+ seats at Sala Thai Restaurant and we still have room for about 10 or more people.  So if you're interested in coming to dinner with people from the conference, then see Amy or any of the Hill Group folks any time during the meeting today.  For those staying at the hotel, there's a shuttle bus that will depart at 6:45.  The cost is $30.



Shawna?



DR. MERCER:  Thanks, everyone, for coming.  It's really exciting to see everybody here after all of the hard work that's gone into planning and we are hoping that all of the other seats will eventually fill in.



We just wanted to start each scenario group by talking a little bit about the various people who have been involved.  As you heard, they spent tremendous amounts of time on the telephone principally and also on email trying to come up with and grapple with the various issues around their designs.



The first one we're going to deal with this morning, the scenario group is the group that got together around the issues related to diabetes and what I'd like to do is identify each of the people in the group and then concentrate my remarks more or my introductions on the people who will be speaking.  Do note that at the back of the book, as Tom said, there are bios on each of the people there and that will help a little bit.



The way that the scenario groups run, for those that were not involved in any of them, was that there were a group of people who were on the scenario groups as ex officio kind of people and that was Larry Fine, Barbara DeVinney, myself, Larry Green, and Vanessa Brown, and we generally were there to listen and prompt discussion but not to sway anything and then each of the other groups, the people varied according to who NIH, AHRQ, and CDC suggested might be some members from their audience and then outside researchers who were brought in because of their substantive expertise and/or their methodologic expertise.



For the Diabetes Group, the person from CDC who participated was Venkat Narayan, here at the table, and then from NIH there were two, Sandy Garfield, again who's here at the table, and Myrlene Staten, who I don't think has arrived yet.



The two people from outside who participated were Drs. Marshall Chin and Carol Mangione, and just as a brief introduction to both of those, Marshall Chin is currently Associate Professor of Medicine at the University of Chicago.  He's a general internist.  He's also Associate Director of the Robert Wood Johnson Clinical Scholars Program and Director of the Chicago NIDDK Diabetes Research and Training Center Prevention and Control Core.  He and a number of colleagues are funded by the Agency for Healthcare Research and Quality and RWJ to improve the quality of diabetes care in health centers that serve the indigent.



Carol Mangione is a Professor in the Department of Medicine at the David Geffen School of Medicine at UCLA.  She's also a consultant to the RAND Health Program and she's Director of the NIA-funded UCLA Center for Minority Aging Research and the Center for Health Improvement of Minority Elderly.  She's also Associate Director of the UCLA RWJ Medical Scholars Program.



Carol is involved in a number of research projects right now, one of which is she's the PI for a project funded by CDC to study quality of care for persons from ethnic and racial minority groups with diabetes in managed care settings, and also a PI for an RO1 grant from NIH to conduct an empowerment intervention among older Latinos with diabetes to improve their self-care skills.



As I understand, I'm not quite sure who is going to give the introduction to the problem, but Marshall, I believe you're going to talk about the study enrollment design and Carol will be talking about an RCT with randomized encouragement.



DR. CHIN:  So Carol and I are speaking on behalf of the Diabetes Working Group, and Sandy, Myrlene, and Venkat, without their commitment over the past 12 years, there wouldn't have been a research base that allows this presentation to occur.



We sort of ignored rules and we sort of unofficially made Larry Fine and Barbara DeVinney parts of our committee because in practice they made substantial contributions.  Larry consistently gave insightful helpful comments to help drive some of the intellectual content of the proposals, and Barbara really kept us on line and helped to keep us organized, on track.



Here's our outline for the next 40 minutes or so.  So first of all, give some of the background of the problem.  With diabetes and particularly prevention of diabetes, we spent a reasonable amount of time on the NIDDK trial which was the efficacy trial showing how to prevent diabetes, the diabetes prevention program.  I'll raise some of the study questions which will then be taken over by Carol who will talk specifically about our research design study questions, and then the intervention and measures that we propose in our study.



It's going to be the same intervention and measures in the two research designs.  The two study designs of randomized controlled trial with randomized encouragement and the second being a staggered enrollment with "waiting" control.  At this time, also, we'll talk about some of the tradeoffs among the different approaches, then there will be the open discussion.



Diabetes is a common problem.  More than 16 million people in the country have diabetes.  Most have Type 2 diabetes.  Overall, about 6 percent of the U.S. population have diabetes.  The prevalence increases as you age, such that by age 65 and older, it's about one out of every five people in the country have diabetes.  Of importance, about a third of the people with diabetes are undiagnosed.  About 800,000 new cases of diabetes are diagnosed every year.



This graph shows the growth in Type 2 diabetes in the U.S. population over time with the horizontal axis being different years, the vertical axis being the percent increase.  The green line here, this is the employed population.  The yellow line here is the general U.S. population.  Over here, the red line, that is the growth in diabetes.  So you see a disproportionate increase in diabetes compared with the U.S. population.



This slide shows risk factors for Type 2 diabetes and it's on here for two reasons.  One, this is a hint in terms of what may be modifiable areas for intervention, and second, it has implications in terms of how we design our screening and enrollment of patients.



The risk factors:  age, obesity, body fat distribution, physical activity, a family history, race or ethnicity, particularly being non-Caucasian, a previous history of gestational diabetes, and then two laboratory tests, elevated fasting glucose, meaning no food after midnight and you have a morning blood sample drawn, and then impaired glucose tolerance where someone will drink glucose solution and a couple hours later blood will be drawn, and keep that in mind also as we come later to screening issues and measures for assessment.



So we know that weight gain and a sedentary lifestyle increase the risk of developing diabetes.  For every kilogram of weight gain for 10 years is associated with a 4.5 percent increased risk to develop diabetes.  About 70 percent of diabetes risk in the U.S. is attributable to excess weight.  Numerous studies have documented the association between low levels of physical activity and risk of developing diabetes.



So back to this impaired glucose tolerance, again the test where you drink the glucose and a couple hours later have the blood drawn.  We know it's a major risk factor for cardiovascular disease.  People with impaired glucose tolerance may be optimal in terms of interventions.  They're asymptomatic at the stage, potentially reversible condition, that diabetes-specific complications have not developed yet.  So it's really the chance to intervene at the early stage.



Sort of a classic story of progression of the way to diabetes.  Normal glucose, impaired glucose tolerance, preclinical state, actual Type 2 diabetes, clinical disease.  This is complications and then ultimately disability and death caused by again your classic primary prevention in the preclinical state, secondary prevention for people with diabetes in tertiary prevention, and the folks with complications.  A lot of people have these problems.  So at the time of this slide, 20 million in the United States have the impaired glucose tolerance, 16 million the clinical disease.



So prevention of Type 2 diabetes should be feasible since there's a long period of glucose intolerance that precedes the development of diabetes.  Screening tests can identify persons at high risk, and there are said potentially effective interventions.  Back to these modifiable risk factors for Type 2 diabetes.  Again, in terms of thinking about interventions, obesity, body fat distribution, physical inactivity, and elevated fasting and two-hour glucose levels.



So the NIDDK-funded Diabetes Prevention Program was the most relevant trial, major landmark trial, which is the efficacy trial showing an intervention that can prevent diabetes.  Eligible participants were randomized.  They all received both standard lifestyle recommendations and then three separate arms:  an intensive lifestyle arm that I'll talk about in more detail, a drug called Metformin, and a placebo arm.



The primary outcome was the time to development of diabetes and this was measured by the tests we've talked about, the annual fasting plasma glucose and the 75-gram oral glucose tolerance test and the criteria were a fasting plasma glucose equal to or greater than 126 and then two-hour glucose equal or greater than 200 as confirmation.

The fasting plasma glucose was actually measured twice a year.



So here's an important slide that has implications for our screening and our actual study designs.  The point being, sort of a major final here where the DPP of 160,000 people in the country were screened.  You see this drop-off to then about 31,000 actually had this oral glucose tolerance test and again a big drop-off, 31,000 to around 4,700 were actually started on a run-in phase to the trial, 4,000 left at the end of run-in, and then about 4,000 also were randomized.  So huge findings.  About 160,000 down to the actual 4,000 in the trial, 1 out of 40 folks.



Now, the lifestyle intervention which we'll sort of relate to in our interventions.  An intensive program with the following specific goals:  equal to or greater than 7 percent loss of body weight and maintenance of weight loss, fat about 25 percent of the calories in the overall diet, fat intake goal 1,200 to 1,800 calories per day.



In terms of physical activity, equal to or greater than 150 minutes per week.  The lifestyle intervention structure.  There was a four-month 16-session core curriculum.  Long-term maintenance program supervised by case manager and there was access to a lifestyle support staff, dietician, behaviorist, exercise physiologist.  So pretty intensive.  The core curriculum, these 16 sessions over the 24 weeks.  There was education and training in diet and exercise methods and behavior modification skills, pretty classic techniques of the behavior modification, self-monitoring, problem-solving, individualization, self-esteem, patient empowerment, social support, put in contact with the case manager and the support staff of the DPP investigators.



So a couple summary result slides.  So mean weight changed.  You see that last value was the greatest change.  Initially at six months, as much as almost seven kilogram weight loss over time, still it was maintained about a three and a half kilogram weight loss, more so than either Metformin arm or placebo.



So three-quarters of the volunteers were assigned to the intensive lifestyle achieved the minimum goal of equal to or greater than 150 minutes of activity per week.  The mean activity level at the end of the core curriculum 224 minutes at the most recent visit over time of 90 minutes, and here's the primary outcome of percent developing diabetes, horizontal axis, years from randomization, vertical axis, cumulative incidence of diabetes.



So placebo arm, there's about 35 percent or so of the patients over a four-year period who had developed diabetes, Metformin in the middle, and you see the intensive lifestyle was the most effective with at this point about 18 percent at four years having developed diabetes.  It was about a 58 percent risk reduction.



So there's this term that you'll hear in the literature and in the rest of our presentation, "pre-diabetes," a new term post-DPP.  It means those who are in between this category of normal glucose and outright diabetes.  So it's the folks who either had impaired fasting glucose, which means the glucose between 100 and 125 on fasting, or the impaired glucose tolerance test, that two-hour oral glucose test, between 140 and 199.



The 2004 numbers, 40 million people estimated to have pre-diabetes.  That's a lot of potential target people for an intervention in the community.  So we know from the DPP that intensive lifestyle intervention, meaning diet and exercise, reduces the relative risk of diabetes by 58 percent over three years, but the key question for us today is can it be translated to real world settings?



There are a lot of challenges to transform the DPP to the community.  First, the community will be enrolling a more generalizable population.  Remember that final diagram of the study enrollment for the DPP?  One out of 40 of the original people who were screened.  This issue of measuring impaired glucose tolerance to the community, whether you can measure it all in terms of a blood test or fasting blood sugar versus the oral glucose tolerance test, the DPP lifestyle intervention was intensive.  So it raises the question is this realistic or not?



It was intensive training of study personnel and then the intervention itself was intensive as well as the follow-up of all the subjects, and then in a related issue, there's been this issue of sustainability over time.  This is a key issue in the community.



I saw some general translation challenges in minority communities.  We all know from the example of the Tuskegee experiment that there are now a lot of problems in terms of developing trust in communities as well as enrolling subjects in communities.  There's a question of the value of the placebo or low-intensity study arm in different types of trial designs.  We asked the question, too, of losing weight and diabetes prevention community priorities?



At this point, I'll turn it over to Carol.



DR. MANGIONE:  Thank you.  Good morning.  The next part of our presentation is going to first present an intervention trial.



So the skeleton of the intervention trial is the same for the two designs that we're presenting and then I will put that design in the framework of something called a randomized encouragement trial and then Marshall will wrap up by presenting the staggered design.



So our primary study question is can community interventions designed to increase physical activity and change diet prevent the onset of Type 2 diabetes among overweight and obese people with pre-diabetes?  An important subquestion in the translational research agenda is what intensity of implementation occurs when organizations are presented with a menu of choices in a program to increase physical activity and cause dietary change?



Now, for both of our studies, we really are relying on some basic theory and practice of community-based participatory research.  So the fundamental idea here is that the community has to be an equal partner in the research.  You have to work from a strength-based model.  So really identifying strengths in the community and priorities to increase physical activity and for weight reduction and then also really part of the strength is working from the community infrastructure.



Now, the infrastructure that we've selected for our example are churches and churches are a good way to approach certain people of the community.  Obviously, there are external validity and generalizability issues, but a lot of the minority community does use the church as key infrastructure in the community.



The intervention that we're discussing relies on community and patient empowerment and improving community health becomes the overriding goal of the research, and another thing that is very different than the standard randomized controlled clinical trial is probably one of the most important features of this design, is that you have to take into account community and individual preferences.



Now, this autonomy and preference issue I think is very key to doing effective interventions in communities, and in many ways I hope that by the end of my presentation that I've convinced you that taking into account autonomy and letting it play out really models a lot of what happens in the practice of medicine.



So when we think about interventions that we want to be able to have go into standard practice, you really have to take into consideration the individual's priorities and what they want to participate in, and the design that I present in particular really puts a lot of weight on those priorities.



So what is our study population?  The setting are churches in African American and Latino communities in Chicago and Los Angeles, not a chance selection, given who put this together, and our aim is 50 people or so per church enrolled in the study.  So this is a clustered design where the cluster unit is the church and then we have individuals nested in those clusters.



We want to enroll people with pre-diabetes.  Now, as you know from Marshall's presentation, there are a couple of ways to identify people with pre-diabetes, but this raises enormous feasibility questions when you're in the community setting.  We decided, after a lengthy discussion, that doing oral glucose tolerance testing in the community was not going to work for a couple of reasons.



One is that it's quite expensive and we were instructed to try to stay within that RO1 price tag with this trial, and so we decided that we would just use impaired fasting glucose to identify people with pre-diabetes and that has some important tradeoffs in terms of accuracy, but we thought in a community setting it would be much more feasible.  We would enroll people who had impaired fasting glucose of 100 to 125.



Now, the other reason why it's really important to measure impaired fasting glucose, if you think back on Marshall's presentation, there's a very high rate of undiagnosed diabetes in the community.  So if you don't have some kind of standardized screening test, here we're trying to prevent diabetes, well, we certainly don't want to enroll people who already have it in the trial because that would make interpretation of what is happening pretty hard.



In this trial, we wanted to focus on people over the age of 50 and with a body mass index greater than or equal to 30.  So we're really picking people here who are at pretty high risk for the condition.



Now, there's a fallback here, and the fallback is what are you going to do if you are in a community where they really don't want you to draw blood and test for impaired fasting glucose?  Well, the fallback could be to enroll overweight or obese people with diabetes risk factors.



Now, if you were in a setting where people were in care, it's possible that they've had a fasting glucose in their clinical care setting or that you might be able to get that information without actually drawing blood.  We're going to assume in this trial, though, that we actually are doing the testing as a screening.



So our exclusions are whether you have diabetes already.  We also decided to exclude severely-disabled people and we did this because of the physical activity arm of the study.  We thought it would be pretty hard for physically-disabled people to participate fully in the intervention.  We are also going to exclude people with dementia because of issues of informed consent and ability to participate in the intervention and for those who had a life expectancy less than six months because of some other medical condition.



Our goal was to work with local principal investigators who had longstanding community church ties, so people who had successfully done community-based intervention work and had made those linkages across the academic medical center and communities.  There also were key stakeholders in the community who we wanted to work with, the pastors, and in my setting, I have people who I call the church senior ambassadors.  Let me explain to you who these folks are.



These are usually women and they're usually older and they're highly respected in the community and they tend to be opinion leaders.  They're people who are organizing the potlucks, they're organizing the support group for grandparents taking care of children, and they're basically respected senior leaders.



What I found, at least in Los Angeles, is that buy-in from this group and advice from them has been absolutely critical to enrolling patients in our current diabetes trial that we're doing, and I think that you can't underestimate the importance of these leaders in community.  They need to actually be paid patient recruiters on the study and you need to really bring them to the table early in the design phase to help you with issues that are going to be important for the study.



So how long is the study?  Well, we picked 16 weeks because that's what the DPP did.  So this is an intensive intervention for weekly for 16 weeks, and then we have a maintenance intervention monthly for eight months and we're going to follow people for three years.  We tried to model the DPP here in terms of time so that we could use the DPP effect size for some of our calculations of sample size and power.



So now this is a little bit different than the DPP, though, because rather than saying everybody has to do everything and we're going to really monitor whether that happens, we're using a much more menu-driven set of choices.  So you have some overarching goals.



Our overarching goal for this trial is to increase walking. W e picked walking because there have been many, many trials in the elderly and among older people that show that walking is safe.  It's an activity that most people will find acceptable in the framework of their culture and so we just took that as a starting point.



Now, if somebody was in this trial and they really liked doing water aerobics at the YMCA, they could still be in the study.  So you don't have to walk to be in the study, but we put that out as a goal.



Our guideline per the DPP is that we would like people to try to do 150 minutes of walking a week, but in practice people will select their own goals.  Much like in clinical practice, you can say 30 minutes a day for five days a week, but patients pick their own goals.



So what's the menu?  Well, we encouraged people in this trial to consider self-monitoring.  We show them pedometers.  We give them pedometers.  We ask them if they would like to use them, but they don't have to.  We also provide the infrastructure with the community to do a buddy system walking program.  There are trials in the literature that show that if you have a walking partner, your probability of walking goes up.



We also are going to offer group walking sessions, mall walking sessions, collaboration with local YMCAs or public parks, make sure that people are aware of what the senior exercise options are at their local Y, and there will be at the church exercise classes taught by high school or college students who are in the congregation and interested in physical activity, and the study actually will train those people on how to safely run those exercise classes.



But most importantly, at the get-go, we're going to meet with those senior ambassadors, the pastors, and people from the target community to suggest other ways that increasing physical activity might work in the context of their community.  So the key here is that participants are encouraged to select activities from the list.  They're informed that if they only select one or if they select none that probably they're not going to have health improvements, but we don't dictate which ones they have to select.



Now, the nutrition/dietary intervention, the overarching goal here is to decrease calories and decrease fat and sugar intake.  So that's the overarching goal, but the specific participant goals will be based upon a person's weight at the time of enrollment and their personal tailoring.  So their age, their body mass index, their readiness to change will all be taken into consideration for setting their personal goals.



The nutrition intervention will rely on a health educator-facilitator and four or five volunteer lay coaches from each community who have been successful at losing weight.  So here where the DPP used exercise physiologists, certified diabetes educators, nutritionists, here in the community we're going to try to use community people to achieve some of the same goals and we're going to have some training for those community people, but it's really going to be the community helping the community and not so much bringing in a big army of professionals that are quite expensive.



So what are your choices on the nutrition/diet menu?  Well if you really feel like one on one individual sessions works for you, you'll have that option and you could do those with the health educator or, if you're more comfortable, you could do them with the lay coach.  If you want home visits, you can have those to have somebody help you with how you're preparing food or to look in your refrigerator with you in terms of what you're buying.



There will be group class options, cooking classes at the church, group class options for reviewing nutrition.  There also will be a churchwide social marketing campaign.  People who want to participate in support groups will have that option and the support groups will really be grounded in active problem-solving and goal-setting.



There also will be a buddy system for this component if you want to do that.  In some families or for some participants involving the family will become really important.  So there will be an option if your spouse is the one who does all the cooking to have that person come to a group class or be involved in the support group rather than you, and again we open the door early on for other suggestions from community participants that the study may not have thought of, and the key feature here is that participants are encouraged to select activities from a list that they think will work for them.



So what's the outcome?  The primary outcome is onset of diabetes and we're going to measure that by fasting plasma glucose greater than 125 and then there are a number of secondary outcomes, increasing physical activity, dietary change, hemoglobin A1c levels. lipid levels, whether self-efficacy changes, weight, body mass index, knowledge about the problem, blood pressure, and quality of life.



Another key and important part of this trial, since we've given people all of these menus and since different people in different settings may select differently, we need to measure that.  So one of the things you really have to know when you do this type of translational research is what are people actually doing.  So you need a qualitative and a quantitative research agenda to try to measure the actual content and intensity of the intervention as it gets delivered in the real world setting.



So when given choice, what do participants select to participate in, and do African American participants who are older select different things than Latinos who are older?  Do certain elements of the intervention have better uptake?



Now, Marshall and I from our previous research have some thoughts about this, but it's really  more qualitative and based on our experiences with people with diabetes, but we're wondering in the pre-diabetes setting where this is the case, also.  So there are going to be qualitative interviews of participants in this study and there will be a qualitative researcher who helps us interpret the findings from that part of the study.



So we're going to talk for one slide here about randomized controlled trials.  Now, obviously, that's the gold standard.  You randomly allocate either the intervention or the control and it's the best way to ensure that both known and unknown factors that may influence the effectiveness of the intervention are balanced in the two comparison groups.



Now, what are the problems with randomized trials?  They're time-consuming.  They're expensive.  They're complex.  They may require large numbers of clusters.  So remember that our sample is clustered in churches and that has some really big implications for power in the study.  Randomized trials tend to have tight inclusion criteria which limit their external validity or generalizability.  This is important because you don't want a bunch of missing data in a randomized trial and you definitely don't want variability in the amount of missingness by trial arm because that could certainly affect your internal validity and any conclusions you draw.



One of the biggest drawbacks, though, in the translational research agenda for randomized controlled trial is that it tells you nothing about whether an intervention will improve health and routine practice, and I think that is the really important point.  You have to be willing to let go of the randomized controlled trial if you actually want to figure out what's going to work out there in this chaotic health care system that we have.



So when we think about study design selection, the challenge here in translation research is that interventions are usually complex.  We've heard that already from a number of people.  They're multifaceted with simultaneous changes happening in different parts of the community or with the person.



The researcher has variable control over how the intervention is implemented, but in real world settings and practice you also have variable control about what your patients are willing to do.  In translational research, also, there can be political, practical, and ethical barriers to randomized designs and we believe that other choices may be the best option.



So the type of design that I'm going to present is the randomized encouragement trial.  This name comes from Naihua Duan, who's a statistician at RAND and UCLA, and much of what I'm talking about today was first tried in an intervention called Partners in Care.  It was a mental health intervention to improve management of depression in primary care settings.  I believe it was funded both by AHRQ and by NIMH and it used this type of a design where in practice settings patients were able to select between a more cognitive behavioral approach to depression management versus a more medication-driven approach.



The nice thing about the randomized encouragement trial is that it retains experimental structure, but it emphasizes a pragmatic public health perspective.  So I really believe that it does combine the strengths of the randomized trial and of observational studies.



Instead of mandating treatment assignment, randomization of participants is to encouragement for the target intervention.  So you're not randomizing to the intervention, you're randomizing to encouragement.  That is really the feature that you're randomizing on.  So it promotes a more equitable relationship between the researcher and the participant or the community.



In these trials, you really facilitate participants' autonomy with regard to treatment decisions, and I think especially when we think about the agenda of sustaining benefit of a lifestyle intervention over time, participant autonomy may be a really important key piece of that.  It maintains many of the real world aspects of facilitation of behavioral change in communities and medical settings, and the unit of randomization in this type of a randomized encouragement trial could be at the participant level or, as in the Partners in Care intervention, could be at the practice level or some higher level.  For this trial and this example here today, we're randomizing at the participant level.



Like a regular randomized controlled trial, this design requires recruitment, consent, enrollment, and randomization.  The intervention group is randomized to encouragement rather than mandatory treatment assignment and the control group has no encouragement to pursue the activities in the intervention.



Now, in our setting, the control group would get some other things, though.  They would get invited to some health lectures on other topics relevant to their age group and would have equal contact with the study, but in a different domain.  This design maintains personal choice as much as one would have to in practice or in community settings.



So what's encouragement?  You offer resources, incentives, education, and communication with persuasive messages designed to increase the probability that a participant will want to adopt the treatment, and there are a lot of different encouragement strategies that you could test.  In this trial that we're proposing, we would throw the book at them and test them all in a bundle and part of that is given the constraints of funding and the size of the trial.  I don't think we would have the resources to really tease out which encouragement approaches work the best.  The encouragement strategies could be developed collaboratively with the communities and with the population of interest and we would probably do that right at the get-go.



So why encouragement?  What you're trying to do is influence treatment adoption through participants' autonomous choice, but leaving the ultimate decision about whether to participate to the person in the study.  Choices are voluntary.  Some participants might reject all menu choices in the intervention.  Some might select some.  Some might try to do them all.  Some controls might figure out how to get access to the intervention through other means.



Now, this is why the qualitative research agenda becomes so important.  You actually have to know what choices people on the intervention and people on the control group are making.  In terms of the analyses here, you have to assume that the encouragement increases treatment adoption and that you can do basically an intent-to-treat on whether people were exposed to encouragement and you can use a one-tailed test.



Using a one-tailed test is important in terms of getting this study in the right size to be fundable.  It provides important qualitative and quantitative findings with regard to adoption and what's desirable and feasible in the communities, and as I mentioned, it is pragmatic by nature.  So you have stronger external validity than you would in a randomized trial and you have stronger internal validity than you would if you just used an observational approach.



It retains aspects of naturalistic treatment delivery, much of what we would have in regular settings, and you may enhance the appeal of participation in effectiveness or translational research by giving people choice and that becomes really important because you would like to have people in the trial who look more like the people who actually need the treatment.



So rather than viewing treatment choice as a threat to internal validity in this design, it's part of the primary data collection that informs the researcher about the participant decisionmaking process and so it helps you know what you can actually deliver.  So internal validity is lower than in randomized controlled trials but higher than in observational designs.  By its less controlled nature, randomized encouragement trials tend to have smaller effect sizes and greater within-group variance and therefore require bigger sample sizes than the efficacy trial is going to require.



This is a key point.  Now, there isn't a lot written about how much smaller you would suspect the effect size to be.  So I polled a number of statisticians in my environment and there seems to be consensus that you probably are at about 50 percent of what you're going to observe on a randomized controlled trial.



This slide, which didn't really reproduce in your handout very well, let me just go over very quickly.  In terms of internal validity, the randomized encouragement trial is better than the observational study and which is better than the randomized controlled trial.  In terms of internal validity for effectiveness, the randomized controlled trial is the best design.  Encouragement is in the middle and observation is third.



In terms of internal validity for public health benefit, though, I think the encouragement trial is the best, observational studies are second, and randomized controlled trials come in third.  For external validity and sample representativeness, the observational study is probably still your best design and for external validity in terms of content representativeness probably the observational study is still better, and then in terms of sample size and cost, the randomized encouragement trial needs to be the biggest and is the most expensive.



So just let me run you through one small sample size consideration here and then I'll be done.  So in the DPP, we found that the effect size was prevention of 6.2 cases of diabetes per 100 person-years.  So if we say there's a 50 percent reduction in the randomized encouragement trial, then we would expect to see 3.1 cases of diabetes per 100 person-years prevented.  So the inflation factor on the sample size is one over one-half to the second power.  So you need four times the sample size for the same power.



So how would this work out?  The first line here is the DPP.  So in the placebo arm of the DPP, there were 11 cases per 100 person-years.  In the lifestyle arm, incidence of diabetes was 4.8 cases per 100 person-years.  The alpha was set at .05 with one tail and power was at 90 percent and the sample size you would have actually needed, given the effect size observed in the DPP, would be 353 people per arm.



Now, obviously, the DPP was bigger because they didn't know that the effect size was going to be so large in terms of diabetes prevention.  In the randomized encouragement trial, if you make the assumption that you get half the effect size in the lifestyle arm, so the observed rate here would be 7.9 cases per 100 person-years and we're going to assume the same effect size in the control arm.  We'll make the same assumptions in terms of a one-tailed .05 alpha and power should be .9.



In this study, to detect this difference, you would need 1,582 people per arm.  Now, this is before you take into any consideration that the sample is clustered in churches and it's before you take into consideration the dropout rate due to illness or death.  So you get the picture here.  You need a pretty big study to be able to do this.



I'm going to turn over the floor to Marshall.



DR. CHIN:  So you can see in Carol's presentation that one of the concerns of the Diabetes Working Group was feasibility issues in terms of the treatment and retention of subjects and so besides the randomized encouragement trial, the second design was the staggered enrollment trial, the basic idea being randomization of the initial assignment of patients into an intervention or control arm after one year, the control participants transferred into the intervention arm.



Now, not in your handout but we passed out separately, you should have this diagram.  This was passed out beforehand.  Let me take you through this.  In some ways, the staggered enrollment with "waiting" control design is really sort of a number of different studies bundled into one.



So you remember here patient enters and they're randomized either to the treatment group or the control group.  The treatment group, they'll be given the initial treatment for a year, then they're in this follow-up phase.  Similarly, year two, you start another cohort, half in treatment, half in control, again treatment is followed up after a year.  So this marches on over time.  The control group, after that first control year, they flip over into the intervention arm, so then this next year, year two, they're in the intervention arm.



So here's schematically on this diagram and you have a treatment arm, so the initial intervention you have initial control arm, you have the crossover group where it's the intervention but delayed by a year, and then the initial treatment group you have a follow-up after that first intervention year.  So this is going to help, the diagram, because this is going to start getting complicated in terms of your possibilities.



Let me recognize one of my colleagues Melinda Drum, who is one of my best statistical colleagues and who is terrific.  One of the lessons from this talk is that biostatisticians are your friend, but she was very helpful in terms of thinking through some of the analytical and statistical issues.



So I think this is the actual handout you have in front of you.  So I'm going to take you through I guess what four or five different study designs which you can use given this basic setup.  So the first one is a simple intervention versus control, randomized controlled trial.  It's basically a standard randomized controlled trial if you stop after this yearlong point.  So remember that after this first year, initially you've randomized treatment and control and after this first year you have basically your standard RCT with the standard strengths and weaknesses of your RCT.



The second option here is what we're calling follow-up versus control, A2 here, and this should be B1.  It's a typo.  It says B2.  It should be B1.



What you're comparing is the control arm versus the year of follow-up for the treatment arm.  So in a sense it's a test of sustainability.  After you finish this intensive year of intervention in the treatment arm and you didn't have sort of the sustainability follow-up year, you're comparing change over time in that follow-up year versus the change over a control group.



The third arm is going to be also a familiar one.  This is your pre/post comparison.  You're basically comparing in the control people that have sort of crossed over.  You're comparing outcomes after the intervention compared to that same person or same group during the control period.  So essentially your pre/post comparison using each subject as their internal control, the standard strengths and weaknesses of that type of observational design.



Then we get more complicated.  So these you have in your discrete groups, but you don't take advantage of some of the possibilities of adding the subjects in both your initial treatment and control arms to increase your sample size.  Here's where it gets a little more complicated.



So your treatment arm consists of those who were initially assigned into the treatment arm plus your people that had crossed over from the control arm into the intervention arm.  So in a sense you're able to add both people that were randomized in initial treatments to the groups that were initially in the control group but had been crossed over to treatment.  So in some ways you're doubling your potential sample there.  You're comparing against your standard control group.



Now, the problem is that you start running into some problems in terms of correlation here where you're comparing your control group to your intervention group and if some of the intervention group were originally in the control group, you're going to have a correlation problem where you have to adjust then for the correlation between the subjects that were initially in the control group and then they crossed over.



The statistical methods for doing this are actually pretty standard, where you need to do repeated measures-types of analysis, like generalized estimated equations, or there are different random effects models.  So statistically, there are solutions.



I think the tradeoff, though, is that you lose some of your transparency.  The first three study designs, they're more intuitive, whereas when we start getting into number 4, then we have to have the statistical adjustments, it becomes less intuitive.  But the statistical methods themselves are standard.



The fifth really is analysis of the variance and basically it's sort of the summary design where you have the four ones we've already talked about embedded with them.  You have your four arms here, the follow-up arm, your intervention arm, your control arm, your delay intervention arm, and you can compare each of these individually to the control arm.  There are the same issues that we talked about in the previous example of having to adjust for correlation in some of the comparisons where you have control subjects who then switch over into the treatment arm.



So we've already talked about some of the strengths and weaknesses of the different approaches.  I'll just end with two slides that talk about some of the more generic strengths and weaknesses to this overall approach.  So it addresses this major problem that our group is concerned with of basically enrollment and retention of real world.  So you would have increasing enrollment compared with the standard RCT and increased subject retention in the standard RCT because patients who enter and are randomized to the intervention control group know that after a year they're going to be able to switch over into a more desirable intervention group.



Intervention and control subjects are drawn from the same population, so you have those advantages over a standard observational trial, and then you have the advantage of subjects initially randomized to control group can serve as their own controls and it could help in terms of power in some cases.



Some generic weaknesses.  So there's a secular trend problem, so again sort of one of the weaknesses of the observational trial.  You remember on that initial diagram you have these different time courses where both in terms of this issue of control group switching over to intervention arm after a year as well as when you start pooling the different treatment group options over the years, the different control groups over years, you're prone to the problem of secular trends where there's some type of major trend happening that can severely interfere with your ability to interpret and attribute change to the intervention.



A second major weakness, possible contamination of control groups.  So is there any type of potential standard contamination in the group that is not on intervention initially?  There's also a related problem of what I'm calling sort of a learning effect issue, where in the control group that eventually switches over to intervention, even though they're not intervention, they're in the trial for one year.  So they've been exposed to potentially not only possible contamination, but they've been exposed to potentially some of the general ideas of the trial.  So the same type of learning effect, they've had one more year of learning effect.



There's a shorter follow-up time in the initial control group if we're tracking these people over multiple years because the first year they're in the control group, and then, as we mentioned earlier, there was some of the analytic challenges in adjusting for correlation in particular in those groups where you have the control group crossing over into intervention group.



That's it for our presentation.  So Tom, thank you.



(Applause.)



MR. CHAPEL:  That was great.  Stayed on time.  Sort of a case definition of how we wanted these presentations to go.  A nice clear presentation of the problem, lay out of the two designs, discussion of implicit tradeoffs in the design.



What I'd like to do now is just open the floor first for questions that have to do with clarity.  Is there something you didn't understand about what's being proposed?  Kind of get everybody on the same page in terms of clarity.  Then we'll just open it up for any questions you have of the group related to what they said, where they were headed, agreements, disagreements.



Amy's here and Iain's over there.  They have a roving mike, and so we ask you to just raise your hand so they can get to you in the interest of the verbatim transcript.



Questions first for clarity?  Everybody understand what's being proposed?  If not, ask questions now so we can clarify for you.



DR. GREEN:  Carol, on page 12, your first slide at the top of that page is labeled "Nutrition/Diet Menu," and I think what you meant by menu in this case is a menu of optional activities from which the subjects can make a choice.




So in a way, your intervention is both encouragement and the offering of a menu.  So is that a correct understanding?



DR. MANGIONE:  Yes.  I recognized as I was doing that slide that one might think of menu as what we have in restaurants and actually it is the list of activities that people would be permitted to select from, and I don't know if I got this message across, but there would be a lot of encouragement to select more than one.



DR. GREEN:  I just wanted to point out that although your colleagues at RAND may have coined the term encouragement trial that's actually what's been happening in a lot of trials for several decades.  We simply weren't calling it that.  The first one that I remembered was Sidney Garfield's early work with Kaiser Permanente with multiphasic trials.



They didn't really randomize people to the multiphasic trials.  They randomized to an encouragement to get a multiphasic screening and that was one of the real breakthroughs in HMO behavior that led to the HMO Act.  Pat Mullen can probably fill us in more on that, but I think there's a real history of encouragement trials and we're only beginning to call them what they are.



DR. MANGIONE:  Well, I have three other statistical references, one on an important encouragement trial at the practice level for Pneumovax that I can share with people if they would like to see.



I think that you're right.  The label hasn't been used, but the approach has been out there, and honestly, the DPP was an encouragement trial because it also really presented people with a very long list of potential ways to get there.  So it wouldn't be fair to say that the DPP mandated how people would hit those goals.  So I think you're right and I definitely want to not fail to acknowledge that it's been out there a long time.



I think in some ways to be credible, it needs a label, though, and it needs to have some specific design features and so I'm encouraging you to use the name encouragement trial or randomized encouragement trial because I think it gives it some credibility as a method that has been out there and it has been successful.



DR. CAMARGO:  Carlos Camargo from Boston.  One of the downsides, though, of encouraging the label is that it actually poses a cure situation in the consent process.  I wonder how truly informed that process can be if you're telling somebody, if you're in Group A, I'm going to really encourage you to be in the study and if you're in Group B, I'm not going to encourage you.  So in reality, we have encouragement trials going on all the time, but it's a lot easier for consenting to make it so black and white, yes or no.



If you could comment on that process.



DR. MANGIONE:  You know, I think right now, with informed consent, you're absolutely obligated to make sure that everybody in the study understands both arms of the trial and what potential things they might be involved in.  So whether you're saying this is a lifestyle intervention and people in the control group will get a series of lectures on important health topics or whether you're saying this is a lifestyle intervention and people in the active intervention group will be encouraged to pursue the lifestyle activities, I don't think that's a huge semantic difference.



I mean, our IRBs, and rightly so, do make us make sure that the controls understand the goals of the study and what the other group is getting, regardless.  So I don't think it gets us into a bigger contamination quagmire than what we're in already anyway.



DR. MULLEN:  Pat Mullen.  My question is are people encouraged to ‑‑ there's another implicit choice here which is that I can work on physical activity or I can work on diet.  Is that conveyed at all to the participants?  I am involved in some work now where you can choose one behavior or another in order to lower risk factors.



DR. MANGIONE:  Yes, and what we found with older people with diabetes, when offered the options of pursuing increasing physical activity or changing their diet, we are finding, at least among people with diabetes, much more uptake in dietary change and much more activation and interest in understanding what a healthy diet is and we're getting a much less enthusiastic response to increasing physical activity.



So again, I think, depending on the target population, people are going to uptake in different ways.  So the main thing is to get to the overarching goal and I think in the DPP there's some important analyses underway right now that are trying to understand how much of the benefit was due to physical activity versus diet, but I think, given the state of the science right now, we give people the choice of pursuing what fits better.



DR. LURIE:  Nicki Lurie, RAND.  I'm really attracted to the community-based features of this, but it seemed to me that a large part of what you're doing is designing an intervention that conditions part of the community through your church-based interventions to have a receptive environment so that when people choose, they've got something real to choose in terms of these interventions.



So a huge part of this trial is really how you condition the environment, how you get these lay people on board, how you get your walking clubs and all these other things up and running so that people can take advantage of them.  So then it seems to me that there's two complicated issues.  One is in a community-based setting, how do you keep that from the control group, and if it's really working, then the people implementing this intervention, your lay advisors and the church or whatever, are themselves doing some other level of encouragement and there's a community level encouragement that contaminates this potentially in a different kind of way.



Then secondly, it seems to me ultimately that your outcome is as dependent on the strength and sustainability of what you set up in the community as the encouragement, and I wonder if you'd comment on that.



DR. MANGIONE:  Well, I think the strength in what you set up in the community is an important element of the encouragement, that the two are very much so intertwined, and the more successful you are at identifying communities where this problem is recognized as a problem, the more likely you are to get the level of activation that you need to actually start preventing diabetes.



Now, in terms of contamination, I think there are two ways to think about it.  If you saw a lot of spread to your control group and you measured that, then you've been highly successful because what you've shown is that you have an environment and you've changed that environment in such a way that even people who aren't getting the "active intervention" are getting healthier.  So contamination actually or spread to the control group, if measured and described, could be viewed as a success in this design rather than a failure.



Now, obviously, it's going to bias you to the null in terms of detecting a difference between groups, but if you show in this church that going in with this social marketing agenda and partnering with these individuals that you can decrease the rate of diabetes in both groups by 58 percent, it may be that you've got something now that actually will become self-sustaining when you've left the environment.



Now, there is an alternative design which is to randomize at the cluster level and certainly actually one of the physical activity trials that I'm involved with that's funded by NIA, we deliberately randomized at the cluster level for this precise reason.  So I think a lot really hinges on your goal.



If you really want to understand spread and activation at the community level, then you probably want your controls and participants in the same setting.  If you really feel like the state of the science is such that you have to show a statistically significant difference, you might decide to randomize at the cluster.



I believe from my conversations with statisticians that if you randomize at the cluster, there's no way you're going to come in under that half million dollar a year role.



DR. CHIN:  But your points, Nicki, are actually in some ways highlighting the importance of having a flexible toolbox of potential study designs.  So your point about the community not necessarily wanting to compartmentalize and prevent people from taking advantage of a program, I can think of another story we have doing osteoporosis screening in Chinatown, where we had sort of a screening criteria, but the service agency we were working with didn't want to sully their reputation by turning people away who didn't qualify in a sense and so in some ways there may need to be that type of mixing in a sense, but that's one example where potentially the staggered design may be of help if there's sort of a limited sort of resource.



So for example, the community would not be turning away people from entering the program but say, well, we can only take 50 people during this next year for this cooking class or this particular physical activity program.  So it stays true to the spirit of inclusiveness and participation, but also oftentimes there's going to be some type of a finite resource issue where the staggered design, despite practicality, may require there to be a waiting list for a few cases.



MR. CHAPEL:  Let's bring folks from the working group in.  Venkat?



DR. NARAYAN:  Just one comment about the large sample sizes that Carol alluded to.  Again in a translation study, it's probably true that we will require very much very large sample sizes, but on the other hand, the cost of the study may not be that big because, for example, in the DPP interventions, they're delivered at an individual level.  Here, interventions could be delivered to large groups or group level, so that you would minimize the cost somewhat.  Secondly, the number of measurements, biological measurements, that were done in the DPP may not be necessary in the translation study.



More importantly, and this is another question that I want to pose to all of you, if the DPP as a proof of principle has demonstrated a connection between weight laws and diabetes incidence, does a translation study need to do that or should the outcome be an intermediate, like for example, just progression of glycemia as a continuous variable?  So you don't have to talk in terms of pre-diabetes or diabetes, but, say, a change of 5mm per deciliter in glucose or something short of the ultimate endpoint.  All that would help you to minimize the sample sizes.



MR. CHAPEL:  Steve?



DR. GORTMAKER:  Let me, just for the sake of argument, pick up on Larry's point.  I still see this randomized controlled trial and I don't think designwise it's any different than other randomized controlled trials.

I think the difference juts lies in your intervention.



When I think about the area of behavior change related to kids, for example, and diet and physical activity, you can have theories that may be grounded in interventional approaches, like behavioral choice theory or motivational interviewing, but it's really about the intervention, and I just don't see the difference designwise.  This is a randomized controlled trial.  Just for the sake of argument.



MR. CHAPEL:  Bob, and then the audience.



DR. JEFFERY:  Yes, I agree with that sentiment, that it certainly looks like a randomized controlled trial with maybe the possibility of the community elements providing some sort of common background for both of the intervention groups.



The thing I wanted to ask about and see if you can respond to is, it seemed to me like many complex trials, is that you actually have several subhypotheses built in here to the main study.  I mean, there's a hypothesis that recruiting at-risk individuals through churches is an efficient way to do recruiting, that fasting glucose screening is a good way to go, that choice versus mandatory ‑‑ I shouldn't say mandatory, but highly-recommended versus more diffusely-recommended behavioral choices is worthwhile, that some kind of matching or staging algorithm is worthwhile.



Is there any possibility in this design to sort out any of those subhypotheses or are we just stuck with everything or nothing?



DR. MANGIONE:  I mean, first, to respond to Steve's comments and then that comment, I think that the difference is the randomization is to encouragement and that's really the key difference and what that entails is that you expect heterogeneity in uptake and the heterogeneity is not viewed as a negative in the trial.



In a randomized controlled trial, the people randomized to the active treatment arm, you want to see a certain level of participation.  In this design, if half the people drop out that's actually a really important research finding.  It doesn't mean it was a bad trial.



I mean, the other thing is if you put a social marketing program up in the church and physical activity increases by 30 percent in your control group that's a really important research finding.  It's not contamination which has sort of a negative connotation to it.  So I think this is really more in the framing, the interpretation, and the way you collect data.  I mean, you really need to work with well-grounded qualitative researchers to really understand what's happening in both arms of the trial, and I don't think in traditional randomized controlled trials we have put much emphasis on understanding what's actually happening in the box.  We've put most of our emphasis on measuring our primary outcome carefully and doing things to minimize contamination and so I really believe that it's more in that framing and emphasis than it is necessarily a totally new type of design.



The second question had to do with whether you could test a lot of subhypotheses, and again I think that this at the end of the day really comes down to power consideration and what you're willing to accept in terms of your overall experimentwise P value.



Certainly, you can learn a lot about adoption and uptake in a qualitative way without increasing the size of your study, but I think that obviously if you want to have statistical power to look at a lot of the subissues, you're going to have to design a bigger trial or else you'll be very likely by chance to find some associations and so it's this tension and tradeoff between what really are the primary goals here and the secondary goals.



There may be, from the patient's perspective, a lot of the secondary endpoints may be more important, like quality of sleep or quality of life in the elderly or energy levels, and those from a patient perspective may be very key, but I think you have to be parsimonious and you have to have what your primary is very clear or else this blows up to an unmanageable size fairly quickly.



MR. CHAPEL:  We have a couple of people in the back.



DR. SIMONS-MORTON:  Denise Simons-Morton.  I just think this is the kind of research we need to do, so I want to compliment the group, but I think we have a semantic difficulty and I want to lend my voice to those who say this is just a randomized controlled trial with a different intervention.



The intervention you've defined as encouragement plus a menu of items that are educational and health-promoting, but it's still a randomized controlled trial.  To me, it is a semantic issue.  It confuses the issue to call it a randomized encouragement trial when I would call it a randomized controlled effectiveness trial rather than an efficacy trial.



I also want to comment on what Venkat said about the outcome.  I mean, do we need to prove in community trials like this that in fact changing diet and physical activity and weight loss reduce the development of diabetes when that's already been proven in an efficacy study in the DPP?  I mean, perhaps a different outcome is warranted.  Why do we need to look at incidence of diabetes in this kind of study?  Couldn't we just look at weight loss or the health behaviors that already were proven to reduce the incidence of diabetes?



Then I have a last question.  I don't understand why you said such a design would warrant a one-tailed test.



DR. MANGIONE:  I guess I have to answer that one since I said it.  The reason why I thought this design would warrant a one-tailed test was I felt that, based on the findings in the DPP and in the literature on behavioral change, that the idea that this lifestyle intervention would actually make people have poorer diets and exercise less seemed very, very unlikely to me.



The price of that comes down to sample size and power.  So I think when you have compelling evidence in the literature that the things on our menu, when individually tested in efficacy trials, all seem to decrease rates of diabetes.  For this translational research agenda, I feel comfortable saying that it's not going to make things worse.



Now, if you're a reviewer, you may decide that that's actually not justified, based on the strength of the literature, but again trying to keep this agenda in a fundable box means having to make some tradeoffs and the one-tailed test is one potential tradeoff that you can make.



The DPP, if you read the New England Journal paper, was a one-tailed test and so I think there is some tradition to this and I actually have a copy of the New England Journal paper with me I based my power on.  I pretty much tried to parallel what they did.  So at least in my grant proposal I could cite the DPP as justification for why it was set up that way.



MR. CHAPEL:  In the back?



DR. SCHNEIDER:  Jo Anne Schneider.  I'm an anthropologist and been doing community studies like this for about 20 years, I think.  There's a lot I was very impressed with in the way that you were talking about working with the community, working with the setting and so on.



One of the things I have not heard and I see as a problem with a lot of these studies is there's a tendency to use the setting as a way to get to people to then do whatever trial it is and not take into account the dynamics of the setting itself.  What is unique and particular about different kinds of institutions, in this case churches, is worship communities hold very different social networks, and so I wanted to ask you to talk about how you would consider using that setting as a specific setting throughout the study because I can see that playing out in contamination, playing out in the spread of this in a number of different ways.



Also, the other thing I noticed about this one in particular, although this same question will stand for the other scenarios later, each setting is different in the kinds of institutions.  This one looked perfect for protestant churches, but might work quite differently if you were to go to a Catholic church or a mosque or something else.



So I'm also wondering whether you've considered that.



DR. CHIN:  Well, I think those are great points.  The whole participatory model posits that that work happen up front in terms of understanding what are the actual networks that would be in play and what would be most effective in terms of an intervention and working with that.



I guess I'd be curious to hear more.  I mean, you have some ideas about what you think you'd be likely to find and maybe you could comment more about those insights.



DR. SCHNEIDER:  Now or on the break?



MR. CHAPEL:  Why don't we wait until the break?  There's a question in the back, then we have a question in the front.  Let me warn people.  I bet the number of questions is going to exceed the time allotted.  We probably have about five more minutes we can devote to this.  Everybody has cards.  The purpose of those cards is write down things we didn't get to.  We can look at them at the break, try and address a few before we move on to the next scenario or when we get to the commentary.



With that, a question in the back?



DR. INTROCASO:  My name is David Introcaso.  I'm the evaluation officer at AHRQ, and not to get the AHRQ agency disinvited from future meetings, but I'd like to know if the presenters are aware of the criticism and evaluation of constructivism.



This picks up on some points earlier by Nicole Lurie and others.  I have a problem seeing this as a randomized any kind of trial in that the criticism, and I read this last night in preparation for this meeting and I would recommend this to anybody, this volume "Realistic Evaluation" by Paulson and Arter, and their criticism here is that what winds up happening is evaluators, say in this case yourselves, PIs, become negotiators and that, just to read one sentence in the criticism, they say, "There's no single objective reality to report upon.  Hermetic didactic circles" ‑‑ not surprising ‑‑ "go around in circles rather than constituting a linear advance on truth."



So the point is that how is this in some ways nothing more than basically a Hawthorne effect?



DR. CHIN:  Well, I mean, the interview is described in a way that would be reproducible, so there's a specific approach, a specific toolbox that would be reproducible.



Now, as mentioned in the prior question, it's tailored to the individual community and so that there's going to be translation issues to other settings, also.  I mean, the general approach of how in particular the randomized controlled trial would be performed, what the maze would be, the adaptation, that's an objective of intervention, and it's also the part in the study, too, where the qualitative techniques and checklists discuss the fidelity to the intervention.



So I guess I'm not clear on what you mean by there's not sort of an objective reality or objective intervention being tested.



DR. INTROCASO:  Well, my understanding is that the participants are selecting what will work for them, correct?  I mean, that concept or assumption is credible in other settings, but how is what they're selecting at all reproducible?



DR. MANGIONE:  Well, I think you have to measure what they're selecting and the reproducibility really hinges on how you do that measurement and whether you used semi-structured surveys to see what they're participating in or whether you do interviews and then work with a good qualitative researcher to understand the content of those interviews, but certainly in this type of a design, a lot of your method and time has to be devoted to understanding uptake and what people are willing to do and then you have to relate that to your outcomes of interest.



MR. CHAPEL:  There's a question back there, then a question up here.  Then we may be out of time.  I would like to leave some time to comment on the other design as well.  So let's get these two questions out and then let's have the opportunity to comment on the design.



DR. SHADISH:  I know I'll probably say something.  I know Tom had his hand up an awful lot.  I'll say something probably he was going to throw in.



One of the oldest encouragement designs I know of is the Ball and Bogatz Educational Testing Service in the 1960s, and they did call it an encouragement random assignment to encouragement.  They were testing the effects of "Sesame Street," so you might call that to the attention of RAND.



One of the most interesting questions this raises for me and one that I'd like to do a lot more work on myself is the assumption that is made often that randomized trials are more expensive, more time-consuming, et cetera.  There is a sense in which that's definitionally true if what the contrast is is a randomized experiment compared to the same experiment without the logistics of random assignment, then it has to be true tautologically.

But that shouldn't be the contrast.  It's not an intelligent contrast to me.



We see, for example, in the design that you're presented, it's pretty time-consuming design.  You've got a lot of things followed over time and I'll bet you that costs money, and I'll bet you that it isn't cheaper than a randomized trial.  Of course, there's question as to whether it's not a randomized trial.  I think it is here, but my guess is the same argument's going to apply across the board.  If the contrast is to a randomized trial compared to a lousy quasi-experiment, the lousy quasi-experiment might be cheaper, but if it's to a good quasi-experiment where you are intensively measuring selection processes, for example, before the study and over time to see how people transfer, I'll bet you that's not cheaper than a randomized trial.



But it is an open question in some sense that I don't know a lot of empirical data about it, but it does suggest a nice program of research for me to spend the next 10 years on.



(Laughter.)



DR. MANGIONE:  First of all, I was hoping to leave you with the impression that it was more expensive than a randomized controlled trial.  I think, given that you're going to have a reduced effects size and more heterogeneity with the types of people who come into the trial, you should expect that the sample size would have to be bigger.  So I didn't mean to leave the group with the impression that I thought it would cost less.



Second of all, I want to apologize for attributing the encouragement trial to RAND.  I really did that because the Partners in Care was the first large federally-funded trial in a big medical journal like JAMA that I could find that talked a lot about this design.  So I think in that respect it sort of stood out in the literature.



Certainly, the concept of encouragement, and again, I mean, encouragement was an enormous piece of the DPP and of many, many other trials.  So I also don't want to leave the group with the impression that I thought that they invented this at RAND because I realize it has a long history, but I also think in real world highly-prevalent medical problems with well-designed trials it was one of the more visible examples of this approach.



MR. CHAPEL:  I'd like to open up an opportunity for people to ask questions on the size of the enrolment and then we'll wrap up.



DR. CHIN:  One more point.  You mentioned the rigor which some of the different evaluation occurs.  The other major expense, though, that someone hinted at is the cost of doing correct community-based work.  We in a sense sort of described simple design work.  Everything's already set up.  We already have good relationships with community and all, but this in general takes years and sort of all that type of expense to do it right which we have sort of glossed over, but in terms of the ultimate task of trying to improve the health of the community and sustainability, I mean, it's hard to think of ways other than this to have a lasting impression, lasting effect.



MR. CHAPEL:  Final question.



DR. STEVENS:  I'm David Stevens with AHRQ.  Before I was with HRSA, and actually I was working with five health centers doing exactly what Carol and Marshall are describing and Sandy's been working with me as well.



Now, they would say, and I think this applies directly to churches, we want to offer this to everybody who's at risk.  We're not interested in randomizing to a control.  I can see also in the church side the same, too.  We have a health ministry in California and we have half of our churches that want to work with diabetes and that's the way it is.



I can see there may be an out with using clusters rather than individuals.  I see where a crossover might work, but I was wondering if both of you might make some comments about that real world situation, how you could help support the aim of that health center or that church ministry which is I want to know how to do this better, I already know that it works by the studies done previously.



DR. MANGIONE:  You know, I think what you brought up is a really critical real world issue, and I think in any community participatory model, whether it's a church or whether it's a senior center, that the control group can't just be usual care and especially when usual care is no care which is the case in many of the settings where we're doing our current diabetes study.



In that trial, for example, controls and active intervention patients all get a free glucometer and a year's worth of strips.  They all get two hours of one on one education on how to do self-testing.  The controls also get six hours of health lectures on other important topics for the elderly, like falls prevention, how to have a living will, how to beat depression, topics that we don't think will contaminate what we're actually doing with the people who are in the active intervention arm.



So I think that you have to be very, very careful to make sure that there is value in what the controls are getting, and I think if you can come and you can bring in value.  I mean, interestingly enough, the Latino elders in our trial, I just took a look at the first 150, 70 percent of them have not had a minute of diabetes education.  None of them had access to glucometers before they came into the study.



I think you have to work with your community leaders to define what's going to be value and you have to make a decision as the principal investigator what's value but is not going to create contamination and it is a negotiated decision on what you're going to do, and then, finally, I think if you find that the study works, you have to offer to roll it out at the end to the controls as a thank you.



One of the problems is that our church leaders want us to roll it out even if it doesn't work and that's sort of interesting.  I mean, on being in the sessions and seeing what we're doing with people and seeing how it's affecting people's affect and stuff, you say you may not be measuring the right thing.  You may not find any difference, but we can tell it works and we want to make sure these controls are going to have access regardless.

So in some of our settings, we actually have to sign on saying we're willing to do that even if the trial's negative.





DR. STEVENS:  Also, I just want to say, in real life situations, 14 percent of the screened people at high risk for diabetes isn't known.  So also part of that is to get them into a source of care.



DR. MANGIONE:  Yes.  Right.  I mean, many, many people, both on the controls and then the active intervention, it's the first time they've ever had their cholesterol checked, and so the other thing we do is we do present the lab data back to them in such a way that they could  use it and their doctors could use it.



MR. CHAPEL:  Ladies and gentlemen, so we can get through all six scenarios, I have time for one quick question about staggered enrollment.  Every other question needs to be committed to the cards.  There's a nice box up here to stick your cards in.  We'll look them over.  We'll start addressing any ones that we see patterns to right before the commentary or after the next scenario.  A quick question only on staggered enrollment.



DR. BRISS:  Yes.  Peter Briss, Community Guide.  I was inclined on the staggered enrollment to actually call Steve Gortmaker and raise him and say that at least the front end of the staggered enrollment I would also call a randomized trial and so these are both really good study designs.  There are attempts to make randomized trials both more real life applicable and more generalizable.  I think they're real steps forward.



Having said all that, I think that as we go forward in the two days, we might want to look at some actual alternatives to trials.



MR. CHAPEL:  With that, we're going to take a break now.



DR. CHIN:  We will.



MR. CHAPEL:  Room 9.  Back in about 10 minutes so we can stay on track.



(Recess.)



DR. MERCER:  Thanks, everybody, so much for really good comments in that last session and it was very encouraging to see hands up at the end of that session.  Hopefully, that will allow us to carry on and people who have questions might be able to use them to also treat what we heard in the last session as well as the next one again as we try to move toward looking at the individual level of scenario, but then going to a higher level and looking at comparisons and contrasts across them.



The next scenario that we are going to have present here is the childhood obesity scenario.  Again, I will start by just briefly introducing the NIH and CDC members on that group.  From CDC, the person who participated was Deborah Galuska, and there were two people from NIH, both Jeff Evans from NICHD and Laurie Donze from CSR.



There are going to be three people participating in the presentation on childhood obesity today.  The first is Steve Gortmaker.  Steve Gortmaker is right now and has been for some time on the faculty of the Harvard School of Public Health.  He's currently Professor of Society, Human Development, and Health at Harvard and he directs the Harvard Prevention Research Center on Nutrition and Physical Activity and that, of course, is funded by CDC, the infrastructure is.  Much of his current work is focused on prevention of chronic disease through research and interventions focused on children and youth with a special emphasis on prevention of obesity.



Robert Jeffery is the Professor and Interim Division Head of Epidemiology at the University of Minnesota and is a psychologist by training.  He's been involved for about 25 years in research on treatment and prevention of obesity and has also worked on public health interventions for weight loss and weight gain prevention, looking principally at a wide variety of educational approaches and environmental interventions.



Finally, David Murray, who is the first holder of the Lillian and Morrie Moss Chair of Excellence in Psychology at the University of Memphis, and he's spent about 25 years evaluating community-based interventions to improve the public's health and he's also worked with all age groups in a variety of settings, a variety of health behavior and disease outcomes, specializing in design and analysis of group randomized trials.



So I'll ask the first of the three of you who's going to present to come forward.  Thank you.



DR. JEFFERY:  I am Bob Jeffery, not Steve Gortmaker.  The slide is correct.  We are doing it with me going first.



Our group has been working on research designs for looking at childhood obesity prevention and particularly we're focusing on environmental interventions in schools.  We didn't prepare a set of background slides on this since we assumed that most of you are familiar with this problem.  I'd just say a couple words about it just to set the context.



First, childhood obesity has been a growing health problem in the U.S. over the last 20 or 30 years, much like it has been in adults.  Weight gains have been substantial in that age group and the rates of overweight and obesity have doubled or tripled in the preadolescent and adolescent years.  Because of the rapidity with which this change has happened and its pervasiveness across the entire society, adults as well as children, most health professionals believe that environmental change is the most likely causal factor.



For this reason, there's been a lot of attention on how to do experiments on environmental change and one of them that has attracted a lot of attention is environmental change in worksites.



The hypothesis that our group has been pursuing is related to the environment, the food environment that children experience in schools and particularly in the middle schools and high schools where, over the last 20 or 30 years, there's been dramatic changes in those environments with much more choice, much more outsourcing as it were, vending machines and franchise food preparers bringing foods into the schools, and there's a lot of concern that those changes may have had adverse effects on kids' body weights.



So the basic hypothesis that we're interested in exploring in our designs is that changes in the food environment, particularly in middle schools and high schools, would have a positive effect on body weight and in particular reduce the prevalence of overweight among students.



I'm going to start out by talking about one end of the design spectrum, which is the group randomized trial or sort of gold standard in this area, and then Steve is going to chime in looking at some different designs and quasi-experimental designs.  So the design I want to talk about is a two-group randomized trial.  These are trials in which we identify schools.  Schools are the unit of randomization .  We randomized schools to either a treatment group or a no treatment group.  The primary outcome in our study is change in body mass index or mean body mass index.  Body mass index, of course, is measured in students who are nested within schools.



For the sake of argument, we are talking about a two-year duration, based primarily on the expectation that weight changes relatively slowly over time and if we're interested in preventing weight gain or showing effects on weight that we need to observe for a relatively long period of time.



We've talked quite a bit about how to select schools to participate in such a study.  I think the general principle we're trying to adhere to is that these schools ought to be as representative as possible of school experiences for children and that we sample from the variety of food environments that exist in those schools.



Eligibility criteria suggested by our group are restricting our selection to coeducational schools, primarily because gender is a major differentiating factor on most things related to diet, exercise, and weight, and it seemed reasonable to want to have both genders in each of our schools.  The student age range we're interested in is the junior/senior high school age range where they have the diverse food service settings.  We'd like to have schools in which we can follow kids for at least two years, so that there's at least some group that can be followed for a two-year period, that the interventions we have in mind which are food service-related interventions are at least feasible.



Perfect control is never possible in real world settings, but we'd at least ask for cooperation from schools in trying to achieve changes in their food services.  Feasibility of data collection.  Data would be collected at an individual level.  So we need a procedure for doing that.  We need consent of schools, of course.  We also need some kind of satisfactory consent procedure for students which may vary by school district.



Most school-based studies are done with convenience samples of schools.  My personal preference is to do random sampling.  I don't think it actually costs any more than convenience sampling and the way to do that is come up with a list of all potentially eligible schools in a geographic area and approach them at random and try to sell them on participation in the study.  Our expectation is that with schools, the acceptance rates are likely to be high, over 50 percent, maybe as high as 80 percent, but, of course, not perfect.



The advantage to randomly selecting as opposed to convenience sampling is that, although the numbers are smaller, you at least have some basis for saying something about the differences between schools that are willing or not willing to participate which has implications for generalizability.




We've talked a lot about possible stratification variables for schools.  I'm not a fan of stratification myself because with those small numbers it's almost impossible to achieve stratification.  Certainly not more than one or two variables, possible stratification variables in public versus private schools, big differences in socioeconomic status or location or ethnic composition of schools.  The age range, as I said earlier, is middle school and high school age range.



The intervention we have in mind is one that affects all aspects of the way foods are presented to children in schools.  Typically, schools have a school lunch program of the traditional type where kids can pay a fixed fee and get a fixed meal.  Much higher proportion of children nationwide get their foods in what I think is called a la carte; that instead of buying a fixed set of meals, they actually pay cash and in many schools it looks a lot like a fast food restaurant, and then they also get food through vending machines.



We have not talked about other aspects of foods in schools, but I just would point out that there certainly food sales are a major source of fund-raising in schools for all kinds of activities, from sports to library books, and foods in some schools, certainly including the junior high school level, are sometimes used to reward academic performance.  So there are lots of aspects that could be looked at here.



The overall objectives of this intervention are environmental, not educational, so we're not providing education to kids.  We'd like to reduce the overall availability of food in the schools by controlling the locations, the hours, and the number of items that are available.  We'd like to change the mix of foods that are available to increase the availability of low energy foods.  There's a lot of talk in the nutrition community about how to assign quality to foods.  Putting in my two cents here, since we're interested in obesity here, that the energy content is what matters and not the other nutrients.  So I would lobby for increased availability of foods that have low energy per item.



Also, I want to decrease the availability of high-energy foods.  We'd like to do something with economic variables since those have actually been shown to affect kids' purchase patterns in school settings.  This is also one of the most difficult things to get changed in schools, but increase the price of the higher-energy foods, decrease the price of the lower-energy foods, and we'd also be interested in changing the information environment related to schools to reduce advertising of foods on the school campuses.



Moving on to our primary outcome, as I mentioned earlier, we'd expect to be change in body mass index assessed in as many students as possible at baseline, at 12 months and 24 months, and we also would envision a number of secondary outcomes.  Diet and physical activity is assessed by self-report.  Demographic characteristics, psychosocial measures and individual exposures; that is, are the kids actually using self-report and to what extent do they use the different food services in the school, and there's also some school-level secondary measures as well.



One is just the effectiveness of intervention implementation.  To what extent have they actually changed the food service, and secondly, aggregate levels of behavior change in the schools.  In particular, food sales, sales of different kinds of foods in vending machines, sales of different kinds of foods in cafeterias and a la carte.



I don't know whether this belongs here or not, but this is just a graphic representation of our design and the Rs on the left indicate randomization.  Observation before the treatment, treatment in one group, no treatment in the other, and then follow-up observations at later points in time in both of those groups.



The group randomized trial.  What are the threats to internal and external validity?  Certainly, threats to internal validity are that there will be experiences that are not related to the treatment in the two treatment arms that might be confounded with the environmental treatment effect.



Second, there may also be differential dropout or outcome measurement bias as a function of treatment group.  This is not insignificant in unblinded trials and it's hard to believe that a trial like this would be completely unblinded, that to the extent that the evaluation personnel and the students are aware of what group they're in, you might get reports of favoring the intervention effect in from the students or the staff.



I'm not sure there's a threat to internal validity or not, but I think David Murray will probably say more about this later and that's the so-called group effect in these group randomized trials and the idea of a group effect is that because people are getting treatment in a group that they will behave more like each other than they would if they were receiving the same treatments not in a group and this is sort of the group effect that has been a cause of much discussion over the last 10 or 15 years in these group randomized trials, and I'll talk a little bit later about that some more.



Threats to external validity are both at the individual and the group level, to the extent that schools that volunteer to participate in the setting are different than those that are not.  It limits external validity to the extent that students who agree to participate or agree to be evaluated in the schools that limits generalizability and students may also have problems with limited school pools.  Schools exist in geographic areas in a certain density and you can't sample all possible schools in a limited geographic area.



There are also feasibility constraints, particularly on intervention delivery.  There can be problems and the overall sample size that you can afford to do is also potentially problematic and limits power.  Some pragmatic issues associated with doing environmental interventions in schools.  One, and this is derived from very practical experience, is that school food service is very much like a mom and pop operation.  These are small businesses and they are very diverse, and if you want to have good control over what happens in those settings, it requires a lot of monitoring and handholding.



So it's a fairly costly business to do food services.  Usually the school food service, a la carte food service and the vending machine food service, for example, all involve different business contracts between the school and outside vendors and so they all have to be dealt with separately.  There are also lots of changes that are happening all the time as new products are introduced and removed from the market that have to be monitored and controlled.  So it is expensive.



Objective assessment of food sales can also be costly.  Different schools use different systems of measurement to get those all in the same metric is potentially problematic, and the number of schools is also a major cost determinant.  If you need to have 10 or 15 schools in order to do a group randomized trial, then you need to replicate your intervention quite a few times and that presents both cost issues as well as quality control issues.



Quality control issues.  You have the political considerations, as I alluded to a little bit earlier.  One of the things we've had most difficulty getting schools and non-school institutional settings to do is raise prices on foods.  They're willing to let you sell foods cheaper but not more expensively.  So it's a political problem.  As I mentioned earlier, food service is a dynamic activity.  If you don't stay on top of it, it will drift off on its own accord, and also, as I mentioned, the large sample size.  The more you have to do, the less you're able to provide the monitoring and the lower the quality.



Some analysis issues.  Variants in these analyses are individual characteristics of the different school populations and students, intervention variability related to your ability to convince the school food service personnel to change school environment, and then there's once again this concept of the school effect, the grouping effect in schools, and just how big that effect is with respect to weight, I don't think we actually know.



I do know from work in adults that the weight changes associated with worksites across time are a pretty small proportion of the variance is associated with the characteristics of the site.  Most of the variation is associated with individuals and the intervention.  I also know, again from adults, that if you look at the weights of spouses who are about as close to diet as you can find, spouses' BMIs are no more correlated with each other if they're married for 20 years than if they'd just been married.



The environmental effects, the group effects associated with schools I think is an empirical question and one that needs to be thought about.



MR. CHAPEL:  One minute.



DR. JEFFERY:  One minute.



MR. CHAPEL:  Twenty minutes for the group.



DR. JEFFERY:  I have no more minutes.



So what are our analysis options?  The most conservative analysis is to do the analysis by school.  That maximizes against threats, both internal and external validity.  You can improve the power of those analysis by including individual characteristics and group characteristics in that analysis, and I say the major drawback of that is the cost and the effects on intervention quality of all the replications you may need.



The alternative, which I think Dr. Murray will probably speak against, is to do analysis by individual.  That has a problem with internal validity if there are differences between schools, other than intervention, that might affect the outcome and that is potentially evaluable by looking at historical data.  Individual level of covariates could also be used in individual level analysis, and the biggest problem with analyzing this way is generalizability, external generalizability which is extremely weak.



Summary.  My summary is, as a group, randomized trial really is a gold standard for evaluating these community intervention trials.  It has strong internal and external validity and provides a strong evidentiary base for important decisions like public health policy.  I personally do not believe it is necessary for establishing the plausibility or, for that matter, even the efficacy of an intervention approach.  Thus, I like to think of it as sort of the ending point in a series of research endeavors aimed at a particular target rather than as something that drives the entire research enterprise in this area.



I think that's it.  Thank you.



DR. GORTMAKER:  Hello.  My job is to really contrast the randomized control trial that you just heard described in detail with a couple of other designs, quasi-experimental designs, and natural experimental designs.



Just a couple of definitions here and I'm sure you all have walked through this before in a quasi-experiment.  It's basically like a randomized control trial, but you don't have random assignment intervention and control, and in a natural experiment, you again have an intervention, but now you don't have randomization and you actually don't control the intervention, and these definitions in our discussion of things like internal/external validity in the designs is all based in the Shadish, Cook, and Campbell book which we reference in our scenario table and, of course, you have some excerpts from.



I'm going to go through and just talk about a number of aspects of these designs and how we think the research questions that you can address that the designs are best suited for fit.  Basically, the research question can be the same as in a quasi-experiment, a natural experiment, as in a randomized controlled trial.  However, our sense is that the random assignment issue can really set some limits and our experience in school-based studies, for example, we have a relatively long time frame to talk with schools.



We usually think about a process of two-three years to talk with schools and see how they might operate and be interested in participating in an intervention and this can preclude rapid evaluations of interventions that are taking place right now.  The world moves quickly and that's where quasi-experiments are, particular natural experiments can have an advantage.



A second big one, and we think it's a really big one in often defining an issue here, is if the funding agency is going to pay for the intervention, it really precludes evaluations of expensive or complex interventions or particular policy changes.  So a practical example would be if you want your intervention to take a bunch of schools where the current food service consists of fast food restaurants, vending machines, a la carte foods, snack shops, soda machines, actually yes, there are a lot of schools like that, and to totally get rid of that and replace it with an alternative food service which we see as much more healthy, that's going to cost a lot of money.



I don't see funders out there jumping into pay that sort of dollars, but schools are undertaking these changes and the question is can we evaluate the effectiveness of those sorts of changes or policy changes.  We work with the State of Maine with our Prevention Research Center and they just implemented a policy to eliminate sugar-sweetened beverages in all schools in the state and it would be great if we could evaluate the effectiveness of that policy change, but we're having a hard time getting states to say okay, yes, we might randomize that in another year or so.  So the research question can really vary.



The evaluation data is going to be pretty similar, whether you do a quasi-experiment or a group randomized trial.  The requirements that you want are going to be pretty similar.  Natural experiments often have to rely on existing data.  So here, you have to look for a fit.  So a lot of similarity here in terms of data.



Needs.  Clearly, a group randomized trial is going to do better in terms of internal validity.  One point we'd like to make is the importance of multiple preintervention and postintervention data points that can really help you with internal validity in terms of quasi- and natural experiments and this is a theme I'm going to come back to right now.



We might think about two data points.  We see an intervention beginning, pre/post data.  You see a little difference.  If you actually had multiple time points pre and post, you might feel more confident that this post difference was real and this is I think a really important issue where multiple data points can make the quasi-experimental and natural experimental designs much more attractive and more powerful and help with this issue of internal validity, and I'll come back to that again with some comments I guess tomorrow.



Loss to follow-up issues.  In general, they're going to be fairly similar concerns, whether you do a group randomized trial or a quasi- or natural experiment.  In both of these, you can study and model loss issues.  Often, a problem with a natural experiment where you weren't collecting data to begin with is that you may have pretty limited baseline data.  So here, we see there's often a similar sort of issue.



In terms of external validity, we've talked about the fact that in the group randomized trial, you can really have the fact that participating sites may really differ from the target population.  Just a small group actually agrees to participate.  Of course, you can study this process.  As you heard about already, you can randomly select potential participants and then study who eventually doesn't participate.



There's a sense that with quasi-experiment where you don't require randomization, you may be able to get more people to participate.  I think that's a testable hypothesis in a lot of areas.  For the food service example here again, it's a question, could we really do random assignment and throw let's say millions of bucks to get people to make these large changes or not.  I would say probably not.



Clearly, with natural experiments, if there's just a couple of schools in wealthy suburban towns that have this vast revamping of a school food service, you worry about the generalizability of those results.  So I think here the issue of generalizability, I think it's a bit more than an open question, but a lot depends upon what the intervention is.  If it's something inexpensive, well, why can't you with a randomized trial get something that's just as generalizable?



As I've been talking about, intervention costs.  It really depends on who's funding this.  If the costs are borne let's say by an outside agency, a school district or the state, you really may have difficulty with randomization.  Not always.  I mean, there's some great examples of randomization where the dollars are paid for via federal funds, but for a lot of interventions, a lot of the policy changes, I really like to think that one of the great things that Donald Campbell did to this world is to get us to think about experimentation as just all the policy changes that are taking place every day and we need to really be looking to evaluate them.



In a quasi-natural experiment, I think we have a chance here to really study some very important expensive changes that are going on and yet I think we too often do that simply because we lose the opportunities because the funding mechanisms in some ways are too slow.  If we're in this five-seven-year cycle for randomized controlled trials and in fact the opportunity just happened and we don't have a quick funding mechanism, we may be missing those opportunities.



Evaluation costs for collection of data in a quasi-experiment I would say would pretty similar to that of the group randomized trial.  One thought here which is just a hypothesis, I may be wrong, but I'm guessing that typically data collection costs in randomized controlled trials are much larger than intervention costs in the sort of areas that I'm thinking of in let's say trying to prevent childhood obesity, for example.



I think the dollars spent on intervention are small change compared to the dollars spent on evaluation data.  That may make sense for replicability or sustainability of individual change programs but not for environmental change programs, and I think that's kind of a rate-limiting step here.  Here's where natural experiments have a great potential.  They can be much less expensive by using extant data, but they require the opportunity of meeting the data.



So if I were to summarize some of these tradeoffs here between the quasi- and natural experiments in a group randomized trial, generally have worsen incidence of validity with a quasi-natural experiment and some potential limits on generalizability but not really that different in generalizability, but I think the quasi-natural experiments, particularly natural experiments, have the potential to study more innovative, expensive, and difficult-to-implement programs and policies and that's a great strength there and group randomized trial, better internal validity, can be real limits in generalizability and that actually I guess needs to be studied more, and I think we just have many more limited programs, in particular policies, that we can study.  The cost of the programs and also the difficulties of randomizing.



David?



DR. MURRAY:  I may need a little assistance here getting this started.  I'm a Mac person.  I don't know what to do with the mouse with three buttons.



I'm not going to dwell on the major threats to internal validity.  You've heard some about that already from the other two folks, talking about the obesity scenario.  These are the four major ones that I worry about in group randomized trials all the time and they're certainly also the major threats for non-randomized trial.



Randomization is the best thing that we can do to balance these and other threats.  We all know that.  We have it with group randomized case.  We don't have it with the natural experiment of the quasi-experiment.  I am a big fan of a priori matching and stratification, even if Bob isn't.  Especially when we don't have many units that we're allocating to conditions, matching or stratification in advance on factors that are highly related to the outcome can help ensure balance on those factors and hence balance on the outcome absent intervention effects and that's an important consideration.  So I have always recommended stratification or matching, whether we're going to do a randomized trial or not.



Objective measures are very important.  I agree that we don't often have the ability to blind our evaluation staff to conditions.  All they have to do is go into the school and start talking to people and they find out quickly what condition the school's in.  But if we can include objective measures, we help get around some of the problems that we can have when the evaluation people aren't blind.



I would love to spend the rest of the day talking about analytic strategies, but that's not permitted, so I won't.



(Laughter.)



DR. MURRAY:  I will say a little bit about the analysis.  The major threats to the analysis that we get into with this kind of a study or the other scenarios that we're talking about, of course, is specifying the wrong analytic model, leaving out important considerations.  For me, those are often the nested factors that are part of the structures of these studies, or not having enough replication, not having enough power.



It's important to plan the analysis as you're planning the design and make sure that you've got an analysis plan that is compatible with the design that you're looking at.  It's critical to anticipate all the sources of random variation.  So if you're allocating by churches or by schools or by worksites, that's a factor that needs to be included in the design.  We need to have enough of those groups to have adequate power.



Often, we can do much better by having a lot of small groups rather than a few large groups.  Wish we had known that when we were planning the Minnesota Heart Health Program, but we've learned a bit over the years.  Random assignment of enough groups to each condition can help ensure validity of the analysis.  It's not the only way to go, but it's an important step.



In terms of external validity, I may have a slightly different take on it than some of the others that you've heard speak today.  If we don't have representative groups or members of those groups, then we have a problem in terms of external validity.  We can recruit representative groups and members when we have control of the process, as we do in a group randomized trial.  We don't always do that, but we could and we could do a better job.



With natural experiments, we don't have any control over the selection of the intervention groups or members, and we may be evaluating a project in groups that are very innovative and very unlike everybody else or with members that are unlike others.  So sometimes we can have better external validity with the randomized study than with the non-randomized study.  Certainly, we can work harder in the randomized trials to do that.



Timing and opportunity are important considerations.  We have control over these things.  In randomized studies we don't always and quasi-experiments and natural experiments.  We have to have the right opportunity presented to us in order to do the quasi-experiment or natural experiment.  They operate on their own timeline.



At the same time, I completely agree with Steve.  If we do have the right opportunity, we ought to try to take advantage of it and sometimes a randomized study is not the way to go.



We can generally impose the sort of measurement schedule that we want when we're conducting a randomized trial because we make agreement to those considerations part of the eligibility criteria.  We don't always get to impose the kind of measurement protocol that we want in non-randomized studies and that can be difficult.



Other factors.  Constant sample size requirements are quite similar, whether it's a randomized study or a non-randomized study, and I think that's an important consideration.  Steve made this point as well.  Measurement costs often are similar.  Will Shadish earlier made the point that measurement costs can be higher in non-randomized studies, if you're really going to try to measure carefully the selection process and so that you can model it.



Intervention costs.  I touched bases with a number of folks that I work with around the country to get some ballpark estimate.  So these are educated guesses.  Maybe 20 to 50 percent of the direct costs, depending on who's doing it.  Cheryl Perry likes expensive interventions.  Others like less expensive interventions.  Don't tell Cheryl I said that.



This is an important point that we haven't heard yet.  Group randomized trials and randomized trials in general are sized around a particular effect that they expect to get.  Natural experiments may very well have a larger expected effect size, but they may not be sized around that effect size.  So you're working with what you have.  You're working with the situation that you have and it may not be planned to detect any particular effect size.



How many units of assignment do we need in our study?  In group randomized trials, we usually have many of them.  They're randomly assigned.  In a natural experiment, there may be only one unit.  We may have one school district that's decided to change its food service operation that may affect a number of high schools and junior high schools, but it's one district that's made the judgment and the other schools are getting that intervention because they're part of that district.  So you could make a case that the sample size there is one, not multiple.  It would be a fortunate circumstance to have several school districts independently deciding to do the same kind of natural experiment at the same time.



MR. CHAPEL:  Five minutes.



DR. MURRAY:  All right.  I'll be done.



With quasi-experiments, we often have multiple units, just no random assignment.  What do we do when we have a study with a single unit?



So this hypothetical that I threw out where we have one district that's decided to change its food service operation.  We can't estimate variability associated with the group, that is the school district or the school, if we just have one of them receiving the treatment.  We can't estimate that variance independent of the variance due to the treatment.  They're completely confounded.



Such studies, some would argue, have no valid analysis.  I don't know that I would go quite that far, but there are methods that we can use, but they require strong and often untestable assumptions.  We can analyze it in individual level and make some post-hoc correction for expected interclass correlation, assumes that the external estimate that we have is valid for the population that we're working with.



We can analyze it at a subgroup level, so we've got this one district that's made the change, we analyze at the school level, hoping that the school level interclass correlation accommodates everything that's going on at the district level.  We can do a fixed effects analysis, sometimes I call that the "head in the sand analysis," where we ignore the group effect.  Again, that's assuming that the group variance is zero.



The first assumption is just not testable.  The other two we have looked at in simulation studies and under conditions that are common in group randomized trials, we have an inflated Type I error rate, we're very likely to violate this.  These concerns are particularly relevant for natural experiments, less so for quasi-experiments and less so for group randomized trials.



What if we have more than one, so we have a few?  For most of the kinds of studies that I work on, the answer tends to be in the range of eight to 10 or 12 groups needed per arm to allow for the extra variation that exists in cluster or group randomized trials.  If you just have a few, you're going to be under powered, if you're going to do the right kind of analysis.  That concern is particularly an issue for natural and quasi-experiments where there may not be as many units.



There is work underway that would allow investigators to borrow, if you will, degrees of freedom or information from previous studies, published studies, pilot studies, to improve the power of a smaller project, but that work has not yet been vetted through the scientific community and so I'm not ready to go into much detail on the things that we're doing along that line, but this is a direction that holds some promise for us.



Group randomized trials I view as the gold standard in evaluating interventions that operate at a group level or manipulate the social or physical environment.  They include randomization.  That's the reason.  Randomization of enough groups does distribute potential sources of bias evenly across conditions.  It provides the basis for a good analysis and if we do the right kind of analysis, we can have inferences that are as strong as from the randomized clinical trial.



So I do view it as a gold standard, but it is not the only kind of study that we can do or should do.  So I spend as much time trying to talk people out of group randomized trials as I spend trying to help them do a group randomized trial properly.  If we can take advantage of natural opportunities, use quasi-experiments and do them well without ignoring the extra problems that they face, then I'm supportive, but we can't ignore the design and analytic problems of certainly not nested designs just because we don't have randomization, and I will stop and we can open the discussion.



(Applause.)



MR. CHAPEL:  Amy and Iain, where are you at?  I see one mike.  Where's the other mike?  Do we know?  Okay.  Great.



First off, let me just ask for any general questions of clarity.  Let's get those out first so everybody understands, everybody has the same understanding of what was said.  Questions related to clarity of the scenario or what was being said by the group.



(No response.)



MR. CHAPEL:  Then with that, let me just open it up for questions.  Venkat?



DR. NARAYAN:  The randomized controlled design is an excellent gold standard, but the goal is to establish causality, and I think when it comes to translation, we have to sometimes untrap our mind from the need to establish causality towards the need to change practice, and I was thinking particularly of Bob's presentation.



What we're trying to do there is to change the food environment in schools, and I'd like to find out from people before us who have done it and in fact the people that put those vending machines there, that's exactly what they're bound.  They're trying to change the food environment in schools, and I'd like to figure out what kind of marketing research they would have employed and what outcomes like sales they would have measured and how they would have constantly adapted their marketing research and their strategies to change those practices.



I think that's the kind of research that would be more useful for changing food environment in schools and those are the kind of outcomes we need rather than trying to once again establish that getting children to eat healthier food or low energy food would achieve a lower BMI.



MR. CHAPEL:  Comments?  If you're in the audience, would you identify yourself, both so everybody else knows who you are and also for the transcriptionist?



DR. SIMONS-MORTON:  Denise Simons-Morton.  I'm not going to respond to Venkat.  I have a question for the group.  I have a scenario, just briefly.  Let's say you have six schools.  You pair-match them based on key characteristics that you think would be related to the outcome and you randomly assign one of each pair to intervention and one of control.



That did not meet your definition of natural ‑‑ and then you deliver an intervention to change the school food service environment.  That does not meet any of your definitions that you all presented for natural experiment because you're doing the intervention for quasi-experiment because it is randomly assigned nor for group randomized trial because it doesn't have enough units.



So my question to you is, isn't a design like that useful?  Won't we learn something more from a design like that than we would from an observational study?



DR. MURRAY:  I certainly would speak to that.  I would call it a group randomized trial, just a small one, and we can learn a lot from studies like that.  I've argued for a long time that we shouldn't just use the large expensive group randomized trials.  We aren't always trying to show efficacy.



Certainly, in the early stages where we want to look at feasibility and get some preliminary evidence that an intervention is worth pursuing in a larger trial, that kind of study is very useful.  So I would love to see us do more smaller trials and in an early part of the process and then, when we're ready to nail it down and establish efficacy, then we can go to the larger project.  That view is not held universally by any means.



MR. CHAPEL:  Carol?



DR. GORTMAKER:  If I could just pick up on that, I mean, I think we just need larger effect sizes and then it wouldn't be a problem with that number of units, and just one of my thoughts on effect size is that when I think of the trials that we engage in where we spend millions on developing the intervention, if not $100 million, and how much do we spend on our school-based interventions?  Much, much less on the intervention side which gets to I think the qualitative formative side.  That's kind of a side comment, but it relates to cost and so I just think we need more effective interventions.



MR. CHAPEL:  Carol, and then Sandy.



DR. MANGIONE:  I have two questions.  One is that I didn't hear any of you talk about how you would set your within-cluster sample size and whether you would use random selection, maybe by age, within each cluster, but how do you decide how many children in each school do you actually need to measure?



The second is for the natural experiments and sort of addressing something Venkat said.  In our county, L.A. County, vending machines with soft drinks were just removed and the vending machine soft drink companies made the point loud and clear that the profits were being used to buy physical education equipment in the schools and so their expectation was that obesity would go up with this change.



MR. CHAPEL:  Sandy?  Oh, I'm sorry.  You wanted to comment?



DR. MURRAY:  You asked a question about how do you decide how to sample and how many people to sample.  In most school-based studies, we tend to measure everybody in the grade.  The schools actually prefer that.  It's easier logistically to go in and interrupt the whole school for eight days than to go in and start pulling kids out of school based on some random selection process.



Costwise, certainly, we'll do a random sample for the very expensive measures, but for paper and pencil things, it doesn't really cost more to do everybody than to do just a sample.  In terms of the size of the sample within a school, just in general terms in group randomized trials, once you get beyond 150 or so members per group, the increase in power per additional member really falls off.  The power in a group randomized trial, of course, is driven by the number of groups.  So in this instance, the number of schools rather than number of kids.



MR. CHAPEL:  I'm going to let Bob just respond to the group.



DR. JEFFERY:  Yes, I wanted to respond to a couple of things.  One, in response to Denise's earlier question about randomized trial with small number of units, group randomized trials is a small number of units, I think that is exactly where we ought to be right about now in many of these areas, including school-based studies.  Reasonably priced studies, good controls, good outcomes, and I would be perfectly happy to see the analysis on those done at an individual level.



I know David calls it sticking your head in the sand, but I think until somebody can actually show ‑‑ I mean, I think the burden of proof about the threat of individual analysis to valid inferences can be made.  I think the burden of proof ought to be on the people who think it's a threat rather than the other way around.



I wanted, also, to comment on Steve's assertion of the problem which was a bigger effect size.  We're talking about body weight in this particular study.  You could have a 100 percent successful weight gain prevention study.  Weight has such big natural variance that you're talking about effect sizes of .1.  Those are very small effect sizes, even if you had a perfectly successful intervention.  So to say that just increasing the effect size I don't think actually addresses the problem too well.



MR. CHAPEL:  Let me let Sandy into the conversation.



DR. GARFIELD:  All right.  Just following up on Denise's and Dave's comments, I think the comments indicate that if you could do studies where you have small group randomization, where you could learn interesting things, but I just don't understand how you develop the statistics to know whether any of the differences that you see are real.  I mean, is there a way to do that?



DR. MURRAY:  If you're trying to show statistical significance, show that the outcome has some effect with using good methods, it's very hard to do if you have a limited number of units.  Your power is just very low.  I don't support ignoring the group randomization in the analysis for most outcomes.



There is work that's going on looking at how to borrow information from existing studies and make it easier to do those smaller projects, but that's not out there yet.  It's not finished, and this remains a problem.  When I suggested support for smaller studies, it was not to show that a treatment worked in terms of a traditional outcome.  It was to show that we can do it.  The schools accept it.  The intermediate outcomes are moving in the right direction.  It's preliminary evidence.  If we want to show efficacy, if we want to show that the treatment worked on an outcome that we care about, we need a larger study.



DR. GARFIELD:  But I mean, what is the kind of process evaluation that you would do that you'd be happy with?  I mean, if you want to implement the DPP and you're going to do it in groups in schools and you say that what you're going to look at is how much walking took place and was there weight loss, you didn't look at any other outcomes, how would you know in fact whether it worked or not?



I mean, if you were doing the kind of small group randomization that you're talking about, because I'm just afraid that the comments being made sort of encourage small group randomization, and I know there are a lot of studies in the literature where people have done group randomization and just don't worry about the power and most of those studies are just worthless.



DR. MURRAY:  If you have an intervention idea, you're trying to find out does it look encouraging, you can estimate the need and the treatment and the control conditions, you can see if they're departing in the direction that you think they are.  Don't pay attention to a standard error.  You don't have power, but if the intervention difference or the treatment control difference or the rate or ratio, whatever you're looking at, is in the right direction, that's encouraging and that's the kind of preliminary evidence that's useful.  Too often, we jump into these big studies without that preliminary evidence and then we're disappointed.



MR. CHAPEL:  So to link back to the point that got us started with Denise here, we do learn something from this.  It's not an open and shut case, but we learn something preliminarily.  We learn something that's provocative as a way to get started on further stuff.



All right.  Question in the back?



DR. SHADISH:  One, I think there's a couple of responses.



MR. CHAPEL:  Identify yourself, please.



DR. SHADISH:  Will Shadish.  I think there's a couple of other responses to the question that you asked about small randomized trials.  One of them is to remind ourselves that on a fixed budget which we're often dealing with, we're going to have a small number of schools or aggregate units in a non-randomized trial as well and so in part the question devolves to is it better to have six schools randomly assigned to two conditions or six schools self-selecting into two conditions.  One answer is at least up in the air on that, but I would tend to come down on it, at least I'd rather start with randomization, even though it may not be a very large N.



The second thing is to remember the role of meta-analysis here.  If you have this study implemented in four or five different cities around the country which often does happen in studies like this, you may be able to get higher power tests of these through meta-analytic work.



MR. CHAPEL:  Over here?



DR. CALONGE:  I'm Ned Calonge.  I guess, Sandy, the one feeling I have about them being worthless is they shouldn't be held up to the same standard as an RCT.  I do believe they add information that helps with decisionmaking from the standpoint of are they better than an observational study or a well-designed cohort study.  I think they actually do add some legitimacy of quasi-experiment in terms of at least the standardized intervention.



So do they add meaningfully to the randomized controlled trial evidence?  I think maybe that's one issue, but do they add to the overall observational and burden of proof?  I think they can be useful and are a little bit better than a well-designed cohort study.



DR. GARFIELD:  But I mean, in that case, I mean, to be clear that that's what they're doing, so I think it isn't that that's often done.



DR. CALONGE:  I agree.



DR. JEFFERY:  I was just going to suggest a hypothetical example.  If we had six schools and randomized them to three and three and there was a one body mass index unit in weight between those two schools after a couple of years of observation, I think that would be plenty of evidence to go to policymakers to suggest policy change.



Now, is the evidence that policymakers would need to make a decision, is that something that we as scientists are going to reject out of hand as being no evidence?  That's kind of my issue here.



MR. CHAPEL:  Carol, you had a point?



DR. MANGIONE:  My point is just that with natural experiments, especially big policy changes like the one that Steve mentioned in his presentation where the State of Maine made a change in sugar-added soft drinks, is that efforts are better spent randomly sampling 20 persons and 50 schools that comprehensive sampling in five schools, and I think, particularly with natural experiment designs, we have to push ourselves to have more sampling units with fewer individuals in them.



MR. CHAPEL:  Yes, sir?



DR. FLAY:  Brian Flay, University of Illinois-Chicago.  Following up on Bob Jeffery's point, this point, particularly for small studies, you can't really make a policy statement based on one study, and particularly if they're small studies, you need multiple studies, but even with large studies, I would submit you'd need multiple studies.  I mean, there's error around the estimate of the effect size when you have multiple studies, and so policy decisions require multiple studies, I think, and meta-analysis.



MR. CHAPEL:  Over here?



PARTICIPANT:  As someone who does meta-analysis and has to worry about variation, I think this is kind of a time for the plug for replication, for funding that allows for replication, rather than some new twist always in the strive to be doing something innovative with the intervention.



If we had more tolerance for more replication, I think we'd be much better off from the perspective of generalizability as well as the certainty that we're really observing something that's pretty stable.



MR. CHAPEL:  You want to respond?



DR. MURRAY:  Just a thought.  When we do drug efficacy trials, I actually agree for policy, it's really  nice to have a whole series of efficacy trials.  That's not how drugs get licensed and that's policy.



DR. FLAY:  (Inaudible.)



DR. GORTMAKER:  Or none.



DR. FLAY:  They require at least two.



DR. GORTMAKER:  Well, it depends on how you frame it, but there's not a whole series, and I'm not saying that's the right way.  I'm just pointing out the different parts of our scientific establishment set different standards and so I think it is an interesting issue to talk about.



MR. CHAPEL:  Over here?



DR. FELDMAN:  Henry Feldman from Children's Hospital in Boston.  I've been in this clinical setting for just a couple of years now, and I do a lot of small studies compared to the smaller number of large studies when I was in a more community trials setting.  Six scenarios in two days, this is a vacation for me.



(Laughter.)



DR. FELDMAN:  But the discussion now of series of evidence is very interesting to me.  I see a great many clinical fellows who are new in their careers.  They are unfunded and they've been charged with doing small studies.  They come to me for power and sample size calculations and most of the time I just throw up my hands.  The sample size is fixed in advance.  It's 10 or 20.  My job is to tell them what they can get for that which is really very little and the magic words for getting it through the scientific review in the Clinical Research Center are pilot and exploratory and hypothesis-generating.



(Laughter.)



DR. FELDMAN:  And the reason for a little bit of laughter is that we are embarrassed about these words and the problem about them is they're unfundability.



We've just talked about trying to get  replicate studies funded.  It is difficult.  It is equally difficult to get money for a pilot study and all these things because it's just sort of the kiss of death to say that you're going to spend some of the government's money and you're not going to get the definitive final answer.



Yet, for a preliminary estimate of the effect size as well as the logistical and practical and process measure things, this is very important.  The statistician is always just begging for what is your expected effect size.  Do you have pilot data?  That's where the trial that Denise described, the three and three, could be very valuable.



Of course, that number that you put out for effect size is quite imprecise.  You have no idea whether it's going to be the same next time, yet it has an objective reality because it's not just speculation, it's not extrapolation of other people's studies, it's what you got by doing what you proposed to do again on a larger scale.



So I think in the march of evidence toward drug trials, as Steve was discussing, there is this scheme of Phase I, Phase II, Phase III.  Phase II is often a pilot scale clinical trial, and I think that construct has some place in these community-based studies.



MR. CHAPEL:  Bill had a comment.  Bill Shadish in the back.



DR. SHADISH:  Just a comment on Steve's comment about drug policy, that it's not out of the question that's a problem with drug policy.  Basing recommendations for which drugs are effective on one study may lead us to promulgate through sampling error drugs as being effective when they're not, and I think there are a number of examples of that in the literature.



MR. CHAPEL:  We have time for maybe one or two more questions before we dismiss for lunch.  We really need to hear the lunch topic.  Let me ask people.  There are questions now looking at the two scenarios together.  If there are comments or questions, we can sort of incorporate whatever insights we got from both those scenarios.  If there are, we give precedence to those first.  If not, we'll just take a few more questions.



Rob is going to do that for us a little bit after lunch anyway.



DR. ORLEANS:  I'm Tracy Orleans, Robert Wood Johnson Foundation.  It would be interesting to hear your views on two issues, the relative strengths of natural experiments and RCTs, group randomized trials, to identify important variations or the effects of individual components of what are multicomponent interventions.



Two, the ease of research to practice translation when one studies interventions already in progress versus those which are created for the evaluation.



MR. CHAPEL:  Go ahead.



DR. GORTMAKER:  I would respond first to the second question.  Our colleagues who were talking first about doing community-based participatory work I think has got to be an important part of this process of developing interventions that work within communities and are sustainable and, of course, that's not telling you anything you haven't thought of.  I think that's an important part of this.



So if we're going to be developing interventions, clearly we have to do it in a way that's sustainable and replicable in communities and maybe that should be part of the review criteria.  Maybe that's one way to think about it for the interventions, and I'll let my colleagues tackle the first one.



DR. JEFFERY:  Yes, I'll give it a try.  I think the question of whether natural experiments are a richer source of the original hypothesis than randomized experiences I think is an open one.  I think that there are some examples where people out there in the real world from their own experience come up with some really good ideas that deserve to be tested.  I think that it is probably more often the case that they want to do things that are known not to be effective.  So I think there's some potential out there, but I think there's also a lot of old news out there, too.



MR. CHAPEL:  A final point, a final question.  Then we need to wrap up for lunch.



(No response.)



MR. CHAPEL:  Well, with that, I think other than instructing people we need to be back at 12:45. There's a different seating chart in the afternoon and other than apprising people of that fact when we kick them out.



Please, a hand for our first two groups.



(Applause.)



MR. CHAPEL:  Great presentations.  We came out on time.  A chance for productive discussion.



Reminder.  If you've got cards, stick them in the box.  We're going to look at them over lunch and try and address those when we come back.



At 12:45, we'll kick off right away with Rob Sanson-Fisher providing some commentary.



(Whereupon, at 11:33 a.m., the meeting was recessed for lunch, to reconvene at 12:45 p.m.)


AFTERNOON SESSION
(12:48 p.m.)



DR. GREEN:  Ladies and gentlemen, good afternoon.  It's my additional privilege and pleasure to introduce our commentator on the morning session and one who will be in a position to give us something of an international perspective on what we have discussed mostly from our American experience here this morning.



I'm introducing Dr. Rob Sanson-Fisher.  Rob is Professor of Health Behavior in the School of Medical Practice and Population Health, Faculty of Health, at the University of Queensland, which is the major city north of Sydney in New South Wales, Australia.



Rob was the first and only behavioral scientist to be the dean until recently of a medical faculty in Australia and accomplished a great deal of innovation during that time, probably is paying a price for that at this point in his career, but it was notable and noticed by those of us who knew him and who knew the Australian scene in research.



Perhaps more to the point of his role here today, Rob was one of the people who influenced us in thinking about the need to do what we're doing here today and tomorrow.  He was consulting with us at CDC and in conversations with Larry Fine at NIH, we began to appreciate that what we were experiencing at our respective institutions was also being experienced in other countries that have a very fine tradition of controlled trials in their health sciences.



Rob had been chairing the peer review process for the Medical and Health Research Council of Australia, had been brought to Canada to consult on similar issues and has done so as well in England and in the Netherlands.  So we're very privileged to have Rob join us to help us put some broader perspective on this and to think a little bit about the implications of what might happen here for an international approach to some of these problems.



Rob?



DR. SANSON-FISHER:  Thanks very much, Larry.  It's a pleasure to be here today.  I think this is one of the more exciting meetings that I've been to, partly because it hopefully will confront some of the views that we want upheld about what is effective and what is not effective in terms of research design.



What I'd like to do is try to summarize what I perceive to be the major themes that emerged from this morning and from the workshop in general.  I think all of us who are practitioner/scientists are aware that we juggle how we want to get change against the research models or research designs which are available and that juggling continues.  We think of an intervention.  We think can we find an appropriate research design for it.  If we cannot, we change the intervention and so on.  That process, iterative process continues and we're always mindful that we want to get a research grant, publications, train Ph.D.s, and so on.



There is no doubt in my view that that decision influences the probability that we will get funded by organizations, such as NIH, that we will get a treatment effect.  Sometimes the research design forces us to use intervention strategies which may not in fact be our best guess about the treatment effect of those, and whether or not it would be replicated by other researchers and by that, I mean, the larger the cost involved in any intervention trial, the less likely it is that somebody will replicate it in the future, where replication is an important issue.



We all fall along this continuum of the so-called scientist/practitioner.  Scientists, particularly in medical science, recently via the Cochrane initiative and others, have been trying to get agreement about what constitutes evidence and I think we're all aware that the level of evidence has increasingly been determined by its design and the randomized controlled trial has been seen as the so-called gold standard.



The practitioner, on the other hand, has found it difficult to achieve sustainable and worthwhile changes in relevant behaviors, and when I say worthwhile, I don't mean necessarily statistically significant.  I mean, real large changes in the risk factors or changes in providers' behavior.



As a consequence of that, there's been a shift by many of us from an individual orientation, trying to change an individual, and one single intervention strategy to multifaceted interventions using a system approach where that system that we're interested in may be the schools, churches like we heard this morning, may be school districts, may be police commands, may be emergency departments or hospitals, census districts, socioeconomic class which we have really not looked at to a great degree, though it is a major predictor of poor health, indigenous groups, and even countries, where what we do in Australia can be replicated in another country.



There are limitations of the randomized controlled trial in evaluating system interventions and that came out of today.  Randomized controlled trials is a highly appropriate and very effective research design to answer certain types of questions.  But to assume that it actually works across all questions and allows you to ask fundamentally important questions I think is debatable. In fact, I think it's not accurate.



It's difficult, as we heard again this morning, to recruit sufficient systems to get enough power and also to get a collaboration.  For example, we've recently done studies in emergency departments and to get enough emergency departments to agree to the study was extraordinarily difficult.



We talked about power this morning, that often we spend more on evaluation than we do on the intervention.  The costs limit the number of studies that we can fund in the area and then there's a reluctance to fund similar studies and so we can't get replication of the results.  For example, in Australia, we've had a similar study to commit.  There's no way that anyone will now refund a similar study to what we call CART, not because of its perceived cost but because of its somewhat null results.



We may not have a long enough time.  There's an inability to change the intervention based on interim results which is really important when you're doing an intervention, and it encourages and is appropriate for an individual intervention approach, not a systems approach, and that design imperative pushes us towards single individuals often because of the interaction with the other factors, cost and so on.  You can obviously do randomized controlled trials with systems using schools or communities, but you need a lot of money and you need to answer these sort of problems at the same time.



So one of the questions I think is whether we fit the intervention that we want to do to perceived gold standard research design and thereby perhaps change the nature of the intervention and the potential outcome effect or do we find alternative research designs.  That is, as Larry Green said this morning, the question is, which of these things dominates, the science, so-called science and the implementation of so-called randomized controlled trials is the gold standard, or the intervention?



I think, in my view, it's fairly clear that one research design doesn't fit all research questions.  What should happen is it's quite legitimate in my view to say what do we think will work?  What will produce change?  What sort of research design do we need to answer that question?  The research design that you select will be dependent on the unit that you're going to intervene with and the type of intervention that you're doing.



When you come to America, I always notice how many acronyms you use.  This acronym comes from mum that I've been with for some time and that mum is my mum and she says if you know whether a thing works, whether it changed, whether that change is a result of the intervention and not some other factor, and whether that change is significant.



I think you can argue that they're the three fundamental things that you want out of a research design to evaluate the effectiveness of intervention.  Did change occur?  Was it caused by the intervention?  Is that change significant?



Now, let me also perhaps alienate some of my friends and colleagues here.  The definition of what constitutes significant will vary enormously according to whom you're talking to.  So the scientist and particularly the statistician will talk about statistical significance.  The clinician or public health practitioner will talk about public health or clinical significance.  Health economists and health care deliverers will talk about cost-effectiveness.  Consumers will talk about is it better for me, and policymakers will use a different criteria.



Each one of those people will be satisfied with a different sort of design.  The statisticians will want a randomized controlled trial.  The politicians will not want a randomized controlled trial.  They often don't understand them.  They don't understand clinical significance and many of the things that change public policy are not based on randomized controlled trials.



It will also vary according to burden imposed by the behavior.  For example, if we try to intervene with road traffic trauma, then deaths are important outcome and people may be willing to try interventions which don't have such a strong proof, but they believe the intervention will work more than if they're talking about changing, let's say, I don't know, some other risk behavior.  I can't think of one that isn't significant at the moment, but one that isn't so potent in the community's views.



This is an example of a so-called natural experiment, and I think I want to use this just to illustrate that this wasn't a randomized controlled trial.  This was the implementation in the state of New South Wales in Australia of seatbelts in 1970 and random breath testing in 1982.  That graph shows that change occurred.  You should decide whether you believe that suggests that it was a result of the intervention and whether or not it was significant, but the policymakers in New South Wales decided it was.  Twenty-two percent reduction in road traffic trauma and death as a consequence of random breath testing introduction.



Randomized controlled trial, almost impossible because it was coupled with a mass media campaign that went across the state.  All police in New South Wales engaged in random breath testing and it also involved legal legislation to define what is drunk driving and so on.  It was repeated in two other states and now is across all states in Australia.  So you've almost got what I'll talk about tomorrow which is a multiple baseline design or repeated measures across different settings.



The comparison of the designs that we saw this morning ‑‑ I'm sorry that this is a bit hard to understand, but this refers to did change occur, was it a consequence of the intervention, and is it significant, and it's got randomized controlled trials, and then the three other strategies, randomized controlled ‑‑ is it inducement?



PARTICIPANT:  Encouragement.



DR. SANSON-FISHER:  Yes.  Staggered and then group design.  I think each one of us would decide whether or not we believe that those designs allows you to answer the question, did change occur, consequence of the intervention, and whether it was significant.



The definition of significant, as I hope I've indicated, is in my view really very important and the cost-effectiveness issue is increasingly important which we need to introduce into the interventions.  Now, you may disagree with me about this.  I think that's what the meeting's about really, to have spirited discussion.



The research design seems to me to be somewhat different from issues that we discussed or some of the issues we discussed this morning which for me are more about research methodology.  For example, we talked about whether or not you could generalize from some schools or some churches to other churches.  That's an issue not of design for me, that's an issue of how you selected your study population group and that you should not be able to say it works with all churches, it works with all schools, it works with the others, and all those other things, and I think the last speaker was talking about schools also listed some of those.



Some of those things, the ones I've mentioned, indicated with an asterisk are in fact related to the design.  So in conclusion, I think that we should not persist with the view that there is one design that we have to measure all our interventions against.  We should have a multitude of designs and those designs should be matched to the intervention strategy that one wants to use.  It should allow for a credible and acceptable answer about whether change occurred was a result of the intervention is significant, different designs for different questions and interventions and some of those interventions will occur naturally, and we need to get acceptance by funding agencies, reviewers, practitioners, of this practitioner/scientist evaluation model.



That's what I have derived from this morning.  I'm happy to enter into debate, if that's appropriate, Tom.



(Applause.)



MR. CHAPEL:  Hang out there in case people have questions of you.  Questions of Rob on his presentation and then, of course, we'll just open it to just sort of general crosstalk at this point on some of the issues that he's raised.



DR. BUCHNER:  I did have one question about the presentation.  One of the issues that you brought up was that in a systems level situation, when you try to do a randomized controlled trial, it gets distorted and it either doesn't work or it's so different from the intervention that ultimately will be implemented in the community, it's not that useful.



Do you have some examples where that's sort of played out?



DR. SANSON-FISHER:  I actually think this is an issue that Larry Fine and I were discussing just before lunch.  I think it's quite hard to determine when you're using units as large as let's say communities, whether you're talking about an efficacy trial, an effectiveness trial, or a dissemination trial.  I mean, it's really quite complex and it doesn't fit that model as easily because usually there haven't been many trials before where you're attempting to intervene and produce the change.



So you could argue that if the first trial that you're doing, as we are doing, for example, to reduce alcohol-related harm is an efficacy trial, and it's almost a certainty that we will not get standardized interventions is high.  Communities vary.



So I think this is just one of those.  I think we have to think of a new language, a new way of thinking when we're talking about the implementation issues.  I don't feel as though I've answered your question very well, but I think I agree with you.  I do agree with your point.



MR. CHAPEL:  Bill?



DR. SHADISH:  I agree completely with your point about the question should drive the method here.  I was talking to Larry Fine at lunch a little bit about some clinicological differences we seem to have here that might be worth pointing out.



One of them is confusing randomized trial with efficacy trial.  Randomized trials can be either efficacy trials or effectiveness trials and that effectiveness research is not the same as translational research.  If you're asking a question about effectiveness and the classical distinction in public health is does the intervention work under realistic field conditions of implementation, a randomized trial might be perfectly appropriate for that kind of a question.  So are some other kinds of designs.



If you're asking about translational questions, then there's a lot more issues for which the randomized trial's completely irrelevant, and I think you did a nice job of laying out some of those other kinds of questions for which it's largely irrelevant.



How can we get practitioners to adopt and sustain practices?  How can we get patients to sustain and adopt the same kinds of treatments, and randomized trials are much less useful for that or almost totally irrelevant compared to things like process and implementation studies, cost analysis, needs assessment, ethnographies, et cetera.  So I think you're right, the whole array of methods gets opened up at that point.



DR. SANSON-FISHER:  Yes, I would agree that it would appear that some people think randomized controlled trials cannot be done.  I mean, if you take an intervention where you know that, if a doctor does something with a patient, it makes a significant improvement in patient outcomes, you could argue that's an efficacy trial.



The next step would be to see whether you can get doctors to adopt the strategy.  Now, you still could use randomized controlled trial where you randomly allocate individual doctors into different techniques of trying to get them to change their behavior, but the problem is that when you do it at that level often you're talking about systems, not individual doctors.  Doctors operate within systems.  So the example I used of emergency department, trying to change an individual doctor in an emergency department, you really need to intervene with a whole system in which that doctor operates.



Now, you might have a real problem.  It's conceptually possible to do a randomized controlled trial.  Absolutely.  Costs and all those other things make it quite hard.



DR. SHADISH:  I think you're right.  The question of getting the doctor to adopt the practice is fundamentally a different question as to whether the practice works or not.



DR. SANSON-FISHER:  I call that dissemination research.



DR. SHADISH:  Yes.  It's absolutely a different question.



DR. STEVENS:  David Stevens, AHRQ.  I'm finding it necessary to look at more than one intervention simultaneously.  So for example, it could be that having a patient self-management approach in a certain setting does not work, but in another setting where they also have a registry or a clinical information system combined it does.

So in fact, there's disinformation going on.



If there was a study that said that a particular intervention did not work, that might be true, but in a system where some other changes are going on simultaneously, it works beautifully.  One thing.  Your thoughts about that.



Secondly, what's going on in the health system in the United States, and I know it's true in Australia as well, which is a good thing, is systems are using different methods of quality improvement that are different than research.  So you have changing cohorts.  You have changing hypotheses, but you do have measures which may or may not be credible or maybe need just to be validated.



My second question is what thoughts you had about that, given that's going on in the system, that you want to study that system and contribute to improving it, not only some challenges, maybe there's some opportunities there, and what your thoughts are about that.



DR. SANSON-FISHER:  Thank you.  We each have our own individual hypothesis about the first question which is the issue of individual or single intervention strategies versus multifaceted interventions.



Perhaps my experience is not like the rest of you, but I've found it extremely difficult in well-controlled trials to get significant changes in the behaviors that I'm interested in.  So I've now become fairly committed to mission-oriented research; that is, getting change first.  When you get change, then engage in component analysis which is which bit of this works.



I think that's because of the practitioner orientation that I have and I really, and I'm sure like many of you, wish to make a contribution to lessening the burden, whatever that may be, and that when you find out what works, be it a cluster, then I think it's reasonable to go back and say which components, but in honesty, I've not met many people who actually go back.



If you try to change tobacco, you just are so pleased to get a shift in tobacco consumption or alcohol consumption.  You don't say, hey, which bit of this?  We just do everything that we can think of and we're still disturbed by our lack of success.  So I think that's the first bit.





I think the other thing that you talked about is, and it links to that issue, is if you are committed to making a difference in the behavior, a randomized controlled trial, because of its nature, when you're working with a cohort or a system, you don't really want to wait for two years to find out what you're doing doesn't work, in my view.



You haven't got that luxury.  I work quite a bit in the area of trying to lessen the gap between evidence practice by doctors.  I'm not too keen on the idea, and I'll use my mum again, that my mum will go and get treated inappropriately while we're waiting for the randomized controlled trial to bite.



Now, I'm talking about dissemination trial.  We know what works. We're now trying to get the providers to change it.  I don't want to wait for that, I want to try and keep on having an iterative process by which we change the provider's behavior and that is not a randomized controlled trial.  We need a different design, and I think there are different designs, and I'm sure we're going to talk about them tomorrow.  That's repeated measures and an additive intervention strategy because you're going again for an intervention effect.



I mean, I think this applies to, in my view, alcohol-related harm, tobacco, all those things that cause damage in our community.  Five years is too long.



MR. CHAPEL:  We have time for one or two more questions, either of Rob or of each other.



DR. GREEN:  In addition to your helpful perspective on what we discussed this morning, I thought comments from Henry Feldman and Pat Mullen also cast a perspective that I think we need to consider as funding agencies of research, and I'm wondering whether Australia has adopted any of these three things that the two of them pointed to.



One, phasing or prioritizing our research on the basis of the state of the science.  This seemed to be one of the major considerations that we came to I think from the presentations this morning as to how you weigh the tradeoffs among designs.



A second that Henry referred to was the phasing of the research itself.  According to state of the science or according to the development of sufficient data at one level to move to the next.  So the question there is has the Health and Medical Research Council of Australia or any of the other countries you've worked with, and we do have at least one Canadian here as well, Steve, so feel free to jump in, has there been any of that kind of setting of priorities?



The third was Pat's comment about the need for replication if we are to use meta-analysis following Will Shadish's comment.  If we're to use meta-analysis more strategically to summarize the research and to take advantage of multiple trials, as Pat points out, we've got to be sure that the trials are sufficiently alike that they will qualify to fit in the meta-analysis.



Has replication been a consideration in funding in your country?



DR. SANSON-FISHER:  I like Larry.  He always asks me easy questions.



(Laughter.)



DR. SANSON-FISHER:  The answers are no, no, no.



(Laughter.)



DR. SANSON-FISHER:  I actually think that it raises an interesting point, that we often talk about funding agencies as though they're some mystical organization descended from God.  So if you put up a research grant, here or I assume in Australia, it's going to be reviewed by people here.



What gets up, what gets accepted, at least at OMH and ORC equivalent to NIH, is what other reviewers judge as acceptable in the review process, external blind review, and what the panel then does with that review process, and the people who sit on the panel are people like myself and my colleagues.



So for example, I was stunned last year that we got from our medical research grant agency a multiple baseline design accepted for funding.  I was just amazed.  I think as far as I'm aware that is the first time that that sort of design has been used.



I think the other thing is that there's increased review of what our research outputs are, and one of our outputs, you measure them in all sorts of different ways, but publications are an output and about 90 percent of all publications in the areas of tobacco, cervical screening, mammographic screening, indigenous health, and alcohol are descriptive research projects, not measurement and not intervention studies.



We need more interventions.  I certainly believe that we need more interventions, but we need designs which are appropriate for the unit of analysis that's being asked.  For example, I think the diabetic group today pointed out that with vulnerable populations, such as low socioeconomic people or indigenous people, the idea that you'd run a randomized controlled trial is deeply offensive, at least in Australia.  There's no way you could run a randomized controlled trial in Australia with indigenous people.



So we've had two multiple baseline design studies.  So I do think the responsibility doesn't rest with the agency as much as it rests with the reviewers who work with the agency.



MR. CHAPEL:  With that, a hand for Rob for a good presentation.



(Applause.)



MR. CHAPEL:  Barbara, I think we have you to introduce our next area.



DR. DeVINNEY:  I'm Barbara DeVinney, and it's my pleasure to introduce the presenters for the scenarios this afternoon.  Each scenario group had federal and non-federal members.  For the physical activity scenario, on the federal side we had David Buchner from CDC and Denise Simons-Morton from NIH.



Then for the presenters, we have Dr. Deborah Cohen, Senior Natural Scientist at RAND, and she's going to present the background information on transportation enhancements.  Dr. Ross Brownson, Professor of Epidemiology and Chair of the Department of Community Health at Saint Louis University School of Public Health, will present Design 1, which is a pre/post quasi-experiment, and Design 2, which is a time-series design.  Then finally, Dr. Henry Feldman of the Clinical Research Program of Children's Hospital, Boston, will present the tradeoffs.



Deborah?



DR. COHEN:  Good afternoon, everyone.  I want to start by thanking all the people in our group, especially Barbara DeVinney, who really kept us focused and organized, on task, and you'll appreciate all the work that you did in putting this scenario table together.  Thank you.



I'm going to just talk about the background and I'm taking maybe a little bit of extra time to do it because I got so excited about the topic, but what I wanted to give you a sense of is the infrastructure and the bigger picture and the context of how transit fits into physical activity.



As you know, our charge was to come up with an intervention to increase physical activity, and when we thought about it, there were two types of physical activity:  utilitarian physical activity and leisure physical activity.  Utilitarian physical activity refers to the routine activity that takes place in the course of the daily schedule while leisure physical activity is voluntary activity undertaken in free time for one's own pleasure or preference.



We leaned toward the utilitarian physical activity because our hope was to do an intervention that would have a significant impact at the population level.  To promote utilitarian physical activity, the easiest way is to change the environment and people become more active in utilitarian activity when it's convenient and when the price is right.  So cost and convenience are very important and if you can build an environment that makes it easier to walk, people will likely walk.



Once you change the environment, participation is passive.  It becomes acceptable or normative because everybody's walking, because that's the easiest thing to do.  It becomes sustainable and it's possible to reach very large numbers, and considering that 75 percent of the population hasn't achieved the recommended physical activities, we need to reach millions and millions of people in this country, so we really have to think on a very large scale.



In contrast, leisure physical activity requires active voluntary participation.  There's a lot of problems with motivation and making such an intervention sustainable and it would be difficult, potentially more difficult to reach large numbers.



So what are we doing as far as utilitarian person trips, and this data comes from the 2001 National Personal Transportation Survey, and you can see most of our trips are by automobile, almost 87 percent, only a few percentage are using public transport, less than 9 percent are by walking, but if you look within the walking trips, you can see that people walk more if they live in MSAs.  These are metropolitan statistical areas that have transit.  That's a significant difference as opposed to other cities.



We know that transit use is associated with daily walking, so that people who are active walkers, these are people who walk every day, are more likely to use transit at least twice a week, whereas people who never use transit are less likely to be daily walkers.  Auto use is also associated with fewer walking trips, so that households that have no cars, there's a higher percentage of walkers whereas households with two or more cars, there's very few walking trips, and it's a similar pattern regardless of income.



So using mass transit requires physical activity because one has to walk to the stop, has to then walk from the stop to their destination and do the same thing on the return leg of the journey and so we haven't really measured this yet.  There are some studies in Canada looking at how far people walk to transit.  When they walk to bus stops, they're walking at least five minutes to get to a transit stop for a bus, but they tend to walk longer if they go to a light rail stop.



But we estimate that if people use transit, they would actually spend an extra 100 kilocalories a day for every round trip and that's the number that's been estimated to represent why people are gaining one or two pounds every year, because there's an energy and balance of about 100 kilocalories a day.  So potentially, wouldn't it be great if we could get everyone to use mass transit?  We could prevent our obesity epidemic, but that remains to be seen.



Well, light rail can serve a very high volume of people daily.  So for example, in Los Angeles, they're putting in new light rail lines all the time, and the Long Beach Red Line and the Blue Line are carrying between 60 and 65,000 people a day.



This is a picture from the 1920s.  In fact, in the '20s and '30s, every city with over 2,500 people had trams or trolley to move people around and 90 percent of all trips were made by tram and trolley or walking.  Only one in 10 people owned a car.  So we've been there.  We got rid of our systems as the car became increasingly more convenient and less expensive, and we need to sort of revisit this issue to see how transit choices affected our health.



So this graph is really just the past 20 years, although the changes in auto dependency have been increasing over the past 70-80 years.  But what you can see is that the population has increased a little bit, but even more the length of our commute has increased.  The total miles driven has increased by 50 percent.  This is in 20 years.  Our time spent in traffic has more than doubled, giving us less leisure time, and the number of walking trips has decreased by almost 50 percent in the last 20 years as well.



So what really is responsible for this auto dependency?  It's really our infrastructure.  I mean, this graph shows the miles of highway road versus how many rail miles we have and you can hardly see, you can't even see the rail lines on this graph.  It's a regular geometric or arithmetic graph, and so I did a logarithmic scale and you can see there, it's like a 4.5 log difference between the highway miles and the light rail miles in our country, and it's not changing much at all over the past 10 years.



So vehicle miles traveled is increasing over time.  While we're not seeing much change, there's a little bit more bus but very little transit and hardly any change in light rail, and I thought this was a fun graph I found as people are looking at the trend on vehicle miles traveled and it parallels the percent of Americans overweight, but it's ecological and I think you can probably see similar graphs if you looked at the consumption of high fructose corn syrups, too.  It would probably parallel something similar.



Again, utilitarian trips, commuting to work is one of the most important ones, and people are increasingly still driving and more driving by themselves.  Car pools haven't changed much.  None of these other alternatives have changed in this past 15 years.



So what's literally fueling our auto dependency?  Gas prices, and you can see here is an increase in the gross domestic product and a decrease in gas prices.  They're the lowest they've been in 40 years and especially in relationship to our increasing gross domestic product.



Here you can see the relationship between gas prices and vehicle miles traveled and you can see there's an elasticity for gas, so that here when gas prices went up in the '70s and in the late '70s and early '80s, look, vehicle miles traveled went down, and so when the gas prices went down again, vehicle miles went up and they're continuing to increase.  So we're driving more and more.

Right now, gas prices are starting to go up again and one might argue that the war in Iraq is good for our health because it may get us out of the car and walking again.



Our gas prices in the U.S. are lower than any other of the developed countries.  So we actually have a lot of room to do something about this, and where we're spending those gas taxes, well, all of it goes into the Highway Trust Fund and we spend increasing amounts on new roads and maintaining roads.  We spend very little of these gas tax dollars on mass transit.  In fact, there was just introduced in '83, I think they devoted one penny per gallon of the gas tax for mass transit, and I think now it's up to 2.8 cents, something like that, per gallon is being spent on mass transit.



So all these decisions on how we're spending our dollars is made without any shred of scientific data on the impact of health on what these expenditures are doing, and so it really would be great if we could get some data to let us know what the impact of the spending would be.



So the focus of our study design is the new Transportation Equity Act.  This is the third iteration, TEA-3 it's called, and this is being argued right now in Congress.  Last week, they just did another two month extension of the old Transportation Equity Act.  It's an expenditure plan over the next six years of how to spend something between $250 billion and $318 billion and how that money will be allocated across these different types of projects:  highway construction, rail service, mass transit, and programs for bicycling and walking.  We still don't know what the bottom line is going to be because they're arguing about it.



But right now, there are at least 29 states that have over 73 ongoing or proposed rail projects.  So there's quite a lot of material for us to evaluate the impact in many different kinds of places all over the country, and so our hope is that these projects will provide an opportunity to understand the impact of federal transit spending on the physical activity and the health of our population and this is kind of the evidence we need to inform public policy in the future.



DR. BROWNSON:  Can you bring mine up, Deborah?



DR. COHEN:  Yes.



DR. BROWNSON:  Well, so if you think about this morning and groups talking about randomized designs and they're over here, we're out in that other room over there because you couldn't randomize what we're talking about.  We're calling it quasi-experimental.  Probably natural experiment is more likely in here.



So think about those terms sort of interchangeably here, and I'll tell you why it could be one or the other perhaps in a minute and we could probably argue either way.
So what I want to do is talk a little bit about design, thinking about what Deborah just showed you as the "intervention" and knowing that it may not be just one kind of intervention because one light rail doesn't always look like another light rail.  So there's a lot of nuance to this.



So what designs might be useful?  Well, I've already told you we're probably not going to randomize.  You know that quote about legislation and sausage?  You heard that quote.  So the two things you never want to see being made are legislation and sausage.  Well, you could say the two things that are challenging to see made would be a light rail transportation system and sausage because it's a policy-related thing.



Deborah reminded me it's not a natural experiment because politics is anything but natural.



(Laughter.)



DR. BROWNSON:  But let's think about that as a term anyway.  We can't randomly assign because we don't have control.  As researchers, what do we want to do?  We want to control the research undertaking and it's very difficult to do that in this case.  There also probably are not enough units of analysis to get to the sample size we need.  If you think about David Murray, think of eight to 10 units per arm, we're unlikely to get there for a light rail kind of an intervention.



The way you could think of this in quasi-experimental terms instead of natural experiment might be, for example, in parts of Missouri, we've helped local communities apply for what was previously TEA-21 monies which is now going to be TEA-3, and so you actually help write grants because these grants have to start locally.  They go through state department of transportation in order to access the federal dollars.  So it's kind of complicated, but most likely they're sort of natural or unnatural experiments.



Our research questions were here.  Basically, the main research question here is if you put in a light rail and build it, will people walk more or will they get more utilitarian physical activity, and so that's our primary look.  There may be a number of secondary aims and we actually had a longer list of secondary aims and we've kind of pared that back.  Do these physical changes, are they moderated or mediated somehow by socioeconomic status, by ethnicity, by age group, by gender?  Those might be questions that you could answer, assuming you had a sample that could answer those questions.



You might have other local changes going on.  So maybe you've got a local grant that connects a walking trail with the transit stop from a high-density neighborhood.  That could be another sort of secondary aim, and then the cost-effectiveness that we just heard about from Rob that is very important, very much understudied, and we know relatively little about effectiveness alone, much less cost-effectiveness, about these physical changes.



Lots of other questions about how the social environment might interact with the physical environment as well, which we originally had in here and we decided to take out because it gets to a whole other set of data collection issues.



So pre/post quasi-experimental, pre/post natural design, whichever you want to call it.  I'm going to talk about this as Design 1, and we're going to assume there are three intervention sites where light rail is happening or where we want to promote use of light rail, and we've got three comparison sites where it's not happening.  We might have both urban and suburban settings.  So that could be a mediating and moderating variable as well.



Well, I hope if you learn nothing else from Deborah's presentation, it is a complex intervention.  It's not likely to play out exactly the same way in different areas.  There does require a local commitment to this kind of undertaking.



I've been involved in a small way in a study that's looking at a light rail going in from New Jersey to New York City and one of the biggest challenges in the study we are planning is 9/11 happened and suddenly the plans to build the station down around where the World Trade Center was were changed slightly because of something like that.  So you can see events like that change the dynamics of a policy intervention like this and you have little, if any, control over that.  So the timing can be an issue.



We would most likely match our six sites in some way, and we'll talk about the matching factors in just a minute.  We would want to do our best to minimize contamination, so we would want our comparison sites to be geographically separated from intervention sites.



We didn't come down to the final set of matching factors to say here are the two or three things we match on.  These are likely some of the factors that we would like to consider.  The absolute size of the community involved.  You're not likely to see a light rail kind of intervention in a really small place anyway, so there's probably some size that comes in from the start.



There needs to be some measure of population density because that will probably impact use.  Something about racial/ethnic miss.  Something about income, people above and below the poverty level.  We see, for example, in our own research that people with less disposable income just walk more, especially for utilitarian purpose, because by necessity they have fewer cars, if you think of some of Deborah's other slides, and so you'd want to take that into effect, into account if you were selecting your intervention and comparison sites.



Then you might also want to look at the geographic location.  People in San Diego are more likely to walk more year-round than say people in Minneapolis and so you'd want to take that into account when you selected sites.



We then thought about how we would collect data, and there's a number of ways to do this.  Probably the way we would start would be in a cross-sectional telephone survey.  I'll talk a little bit more about the tradeoffs between that and a cohort longitudinal sample in a minute.  We would use questions on the phone survey about the environment, where people live, their perceptions of the environment.  You could learn about social factors with that questionnaire as well.



We would use some measure of self-reported physical activity in the telephone survey, probably something like those of you in physical activity area, the International Physical Activity Questionnaire would be a good example.  What that allows you to do is separate physical activity into domains, so recreational activity compared to utilitarian compared to sedentary activities compared to activity on the job compared with activity working around the house, and so you would want to look at that as self-reported.



Our study subjects are obviously in a light rail area, and then, since we wanted to get in under the $500,000 mark that Larry gave us and we thought we might be able to do that, we also decided to use objective measures of physical activity which are now becoming more and more commonly used in these studies, most likely an accelerometer, something that measures physical activity, often in the past seven days.  You can then correlate that with the self-reported data to look at domain according to an objective measure.



We decided on this design, the pre/post design, to do three data collection times baseline 12 month and 24 month and those aren't fixed, but those would be reasonable to look at.  The tradeoffs, and we did debate back and forth on a cross-sectional sample, if you're sampling too narrow of an area, your cross-section may become a cohort anyway, but we thought in a cross-sectional sample we would avoid the issues of loss to follow-up.



There is a good scale now that Jim Sallis has developed on reasons for moving.  So if people come into your cross-section year to year, you can ask them why they moved.  That begins to get at this self-selection issue which seems to be very important in relation to internal validity, and then generally, we would need to sample more people, all other things being held equal in a cross-sectional sample compared to a longitudinal sample.



The one downside of the cross-sectional sample here probably is that, if you're getting people to wear these motion sensors for objective measures, you've got to get a new group of people each year interested in wearing these things.  So there is some downside to t hat.  The upside of that is you wouldn't have the potential of a Hawthorne effect the same way you would in a longitudinal sample.



Another measure that would be very important might be measures at the local, what we call, street scale environment, where we might go audit neighborhoods.  For example, we might find there are other reasons for people walking in the local neighborhood that you'd want to know about.  Recreational facilities or lots of restaurants or lots of schools close by that could have nothing to do with the light rail that you'd want to know about when you're analyzing your data and trying to make some attributions of the data.



Then a lot of social factors, social disorder, crime.  You may be familiar with things like broken windows and other indicators of social disorder and physical disorder in a local community.  Simply children out at play might be an indicator you'd want to look at, and there are ways of measuring this, some very expensive and some less expensive.



So here's our behavior which I already mentioned.  We might use something like the International Physical Activity Questionnaire, motion sensors, independent variables, like the physical environment, other measures of the physical environment.



Depending on the other design, you'd also really want to track things like gas price.  If your gas price went up sharply during your intervention period, that might account for an increase in walking that might have nothing to do with light rail.  They might be walking for other reasons as well.  Just to save money on gas.



There are also some interesting issues around what you do with these data and these variables.  More and more people are looking at these in the spatial mapping or GIS kind of a set-up because what that allows you to do is set up buffer zones.  For example, is it important that you live at least within a quarter mile of the rail stop or is a half mile the magic range, and you need to have some way of arraying the data and doing that with GIS seems to work very well, and so you might want to think about data layers in a dataset like this which would be a little different take than your typical public health kind of research study as well.



Then more quickly, because a lot of the design issues are similar, our second design was a time-series design or sort of a modified time-series without lots and lots of data points.  Many of the aspects are the same.  We're still doing a five year study.  We decided we would interview people during the first week of each month, so over a year, we would have 12 data collection points over a year, and in this one, we're going to look at six areas where it's likely that a light rail will be put in.  So in a sense, before light rail is our control group, if you will.  After light rail is the intervention group.  So each group sort of serves as its own comparison or control group.



Challenge here is what if two out of the six projects don't happen or don't happen during your data collection time.  You have some issues to deal with there and that's a realistic possibility.  This design may have some attractive features, but may be a little more challenging when it comes to not being able to actually carry out the study the way you wanted to.



Then lastly in this part in some of the analysis and this is our secondary aim.  First, I'll say I'm not a health economist.  I don't play one on television and I wouldn't dare play one in this group.  So I won't spend barely any time on this because I get myself in trouble very quickly.



What you'd want to do here, though, is to look at the expenditure side and then look at some perhaps utility measure, like QALYs and DALYs.  This could bring in other factors, like perhaps a light rail may improve air quality.  So maybe you have fewer ER visits for asthma and that could go into a cost-effectiveness analysis.



Light rails aren't built because policymakers say we're going to make our residents more physically active.  They're built for many other reasons, and this might be able to take all those reasons into account somehow, and that really gives you the background on the statistical and the design issues, and Henry is going to now talk to us about some of the thorny statistical issues.



If you noticed the slides are sort of reverse, so you probably figured that out by now, just to see if you're awake, but Henry's are the last in the section under Section 3.



DR. FELDMAN:  All right.  Thank you, Ross and Deborah.



I'm going to talk about tradeoffs between these two designs, first by comparing what you would do with these data when you got them.  So the statistical issues, this is an outline.  I'll first talk about the analytic strategy and I'll talk about the crudest kind of analysis you could imagine for these two and then some refined versions in cases where it's appropriate.



The statistical issues that will come up in deciding which ones are better than the other will have to do with correlation and there are two different kinds of correlations here.  One is within-community correlation.  You have the idea just as we had the idea there were fat schools and less fat schools.  We had the idea that there are communities where people are fairly active and they're still like that the next time you come along and they more resemble themselves than they do other communities, and then there's the particular issue of the pairing.



In our pre/post design, we had three communities and three communities which we supposedly matched to them according to characteristics that we thought were influential.  Who knows how good these matching criteria area?  The reason for the matching is partly at least that it would balance, also partly that it would correlate the outcomes.  Because they are alike in these statistics, they ought to respond in a similar sort of way.



Then I'll do the power calculation.  I'll do it in the form of a detectable effect calculation.  How big an effect could we detect if it happened?  This will address the crude analysis.  That's the way power calculations are supposed to be.  They're supposed to be crude.  In most of what goes into that calculation, I'll use common assumptions, certain numbers, the power level, so forth, but then I'll highlight what the key differences are that are induced by the design difference, and I'll also mention some analytic options which might be a little bit of a surprise.  You'd think that the design dictates the analysis, but you do have options and they have an effect on power.



Then finally, I'll try sort of a general tradeoffs table for this, and I will go through it sort of as a checklist and then invite my co-conspirators to chip in with what they have on the general issues of validity and generalizability and power, but mostly I will have the mathematician's luxury of being narrow.



All right.  Let's start with the crude analysis for our pre/post design; that is, three intervention communities versus three matched control communities.  Here at baseline, the intervention communities are red and the controls are green, and I have them in three different shapes to indicate the matching.  So we're going to have three times of measurement of our endpoint at baseline where we're going to take half our data at one year and two years where combined we'll take the other half of our data.



The endpoint will be a moderate to vigorous physical activity in minutes per week as measured probably by accelerometers, as Ross said.  We didn't worry much about the technology.  These accelerometers are small and cheap even now and it's undoubtedly going to get better.  My house is on the route of the Boston Marathon and I was astonished to learn this year that every marathoner had in his or her shoe a little computer chip allowing the authorities to track where that person was at all times.  It's partly for recordkeeping, partly for preventing recurrence of the Rosie Louise incident where somebody jumped in halfway.



(Laughter.)



DR. FELDMAN:  Undoubtedly, these will be more widely available and by the time we get this funded, the attorney general will have us all wearing them at all times.  I'm going to take the occasion to have an ear stud for the first time in my life.  I'm going to put my chip right here.



(Laughter.)



DR. FELDMAN:  All right.  So that's moderate to vigorous physical activity.  Let's take the square intervention community and when we're all done, physical activity will have gone up in that community.  In square control community, though, they started out just as low because these are a pair and they match, nothing will have changed in the control community.  For each community, we will measure as our primary endpoint on the community level the amount of change in the mean level of moderate to vigorous physical activity.  Our hypothesis for the study as a whole is that zero is equal to the mean change in the interventions minus the mean change in the controls.  In other words, the mean change here is the same as the mean change there.



The analysis you would do, and here are the two options I'm putting out, one would be a two-sample T-test, the three red changes versus the three green changes.  Now, that would lose your points on your statistics mid-term because this is the paired design and why would you do a two-group T-test when you have a paired data?  Why not do a paired T-test?  In other words, take the difference between the change in the intervention group and its corresponding control in each of the three pairs and analyze those three pairs the way you do in a paired T-test.



The reason I'm showing it to you, I'm giving away the answer right away, is that in the two-sample T-test, you have four degrees of freedom left for your comparison and in the paired you'd only have two.  People normally don't worry about degrees of freedom.  It's essentially the sample size is what the statistics lecturer will say, just off by one or two or three, depending on the design.



Well, in these community interventions, if we're dealing with very small numbers, one or two or three can make a big difference on your degrees of freedom and when you're that low in degrees of freedom, I don't know if you've looked in the back of the book lately in a statistics textbook, but those T statistics start to get really big near the top of the table, and we'll deal with that quantitatively in a minute.



So here's our pre/post design.  Here's our time-series design and Ross described it very nicely, but here's the full color version.  Here's six communities and we have no controls and the yellow community before intervention.  We measure every month for two years and so half our data are there, and then, as soon as the light rail comes in and somebody has cut the ribbon, we then start measuring again for the next two years.



Obviously, the timing is going to be variable.  We may not get two full years on either side of the light rail and that's just going to blur things out, but I'm giving you the ideal version.



There are no controls here.  We use the phrase "each community is serving as its own control."  That phrase is completely bogus, though we use it all the time.  Each community is providing its own baseline, but it's not serving as its own control because there is nothing in here that shows what would happen to a community that didn't get a light rail intervention.  So there's no placebo in this design.



The community level endpoint is just as we had before.  I'm combining all the data.  I'm ignoring the fact that they're spread out over two years instead of taking a single occasion.  Each one of these dots, instead of representing several hundred people, now only represents a couple of dozen, but by the time we add them all up, I'm going to keep all that equal, the same number of people wearing accelerometers for a week, and we'll take the difference between the yellow before and after, the difference between the black before and after, and so forth.  We'll take the average of those six changes.  Our null hypothesis is that that mean change is zero.  In other words, instead of what you're looking at, some go up, some go down, and the average is zero.  That's the null hypothesis.



There are no analytic options here that I know of, except to do a one-sample T-test, and we'd have five degrees of freedom for that.  I guess you could do a non-parametric test, but I hate them.



(Laughter.)



DR. FELDMAN:  I can't remember their names.  All right.  Now, there's obviously the option for a fancier analysis here and I'll talk more about this tomorrow.  We did collect the data over a period of two years and there might be some trends here.  Maybe if you allowed yourself, instead of drawing a flat line, to draw a tilted line, you might think you see something going on here.  Look at the yellow community.  It was pretty flat here and then look, there's some kind of trend going on here.  I'd like to believe something's really happening there.



So instead of just simply looking at the change in the mean pre and post, treating this as if it were just kind of a stretched-out pre/post design, as I did in my crude analysis slide just a second ago, we would look at a community endpoint which has not changed but trend in moderate/vigorous physical activity and the question would be actually sort of change in trend or some break in trend or something like that, and the null hypothesis would be that the trend is unchanged and the analysis is something that I am, among others, will talk about tomorrow.  I was happy to see that three of us independently came up with very similar slides to talk about tomorrow.  So you're going to get very tired of trend analysis by the time we're done.



All right.  Here's the detectable effect calculation.  The common assumptions that I'm going to make are that I'm going to look for 80 percent power using the crude analysis with a P value of .05 as the critical level.  Thank you, Ross, for providing me with how variable moderate to vigorous physical activity actually is.  Standard deviation, if you pulled a bunch of people off the street, would be 101 minutes per week, according to a certain study which he located.



The issue of community clustering is important here.  We'd like to know how similar the people in one community are because if everybody was exactly alike, we could just take one person from each community and see what they did.  So the intraclass correlation describes how variable people are within a community and it is defined in this way.  You take the variance between the means of communities, that is, inactive communities, active communities.  If you could measure everybody and get the real true mean of the community, how different would the communities be from each other?  That's the one source of variance.



The other one is people within a community are different from each other.  Turn this into a percentage and typically for an endpoint like this where real people really are different from each other and there really isn't so much thing as an active community and an inactive one.  They tend to be very small numbers.  This is just under 1 percent.



Going to keep that constant, and then the other correlation issue is how good is our matching for the matched pairs design, and I really don't know, but I'm not optimistic.  I have a little bit of experience to base this on from a matched pairs study called REACT where the matching wasn't very good.



So with those parameters in place, we will do the math and here's the formula that you use.  The detectable mean change or the detectable difference between controls and intervention communities in mean change is equal to the product of all this arithmetic that I've described in the first column, and I've compared three different possibilities.



First is the pre/post design, doing a paired T-test, then the pre/post design unpaired, and then finally the time-series.  In each case, you start with the standard deviation of the endpoint which is 101 minutes in each case, 101 minutes per week.  You multiply to get the detectable level by some T statistics which depend on the critical P value and the power you want and the degrees of freedom that you have and that varies quite a bit.  Two degrees of freedom, four or five.



Then you've got to multiply by the square root of a lot of stuff.  Here's the square root down here.  You need the intraclass correlation which I'm assuming across the board is .009.  You have to multiply by two in the pre/post case because you have two different things you're comparing, two groups of communities.  You don't have that over here.  So I've put in a one.  Then you need to divide by how many communities in each group.  So here, this pre/post design is taking a double whammy.



Large is bad here.  They've gotten multiplied by two already and now they're getting divided by three because there are only three in each group, whereas in the pre/post design, you're getting divided by six.  Finally, subjects per community I'm calling in and finally the pairing, I just don't know what to use for the correlation between members of the matched pairs, so I'm leaving that arbitrary right for the moment.



All right.  So there's the algebra.  Here's the arithmetic.  The bottom line is that for the time-series design where you're doing a one-sample T-test, the detectable minutes per week impact of the intervention is

‑‑ and I've chosen two sample sizes here.  In your notes, I left out the factor of six.  This is the total number of people you're going to need to look at in the whole study.



So that's over six communities.  So it's 250 per community, including both before and after.  The detectable difference would be 12.8 minutes a week in this smaller design.  By doubling the design, you only get it down to 9.1 minutes per week.



For the pre/post design, as I say, you take a big hit from those coefficients.  The independent sample T-test more than twice as much detectable effect.  You'd have to have an impact of nearly half an hour's difference to make that difference and twice the sample size doesn't improve things that much.  If you think that's bad, look at the paired T-test.



If there really is no correlation between the members of the pair, the detectable effect is near 40 minutes in this case.  If the correlation is about .2 which is maybe plausible, we go up to 35 minutes.  .5, which is the most that I would believe, almost gets you down to where you were with the paired and no where near where you were with the time-series.  So as far as this particular issue goes, the time-series design is the clear winner.



All right.  All else equal, here are the tradeoffs and I've sort of tried to tabulate them.  I've got a column for design features.  I've got a column showing you what a good design would guard against.  I had a choice of naming the wolf at the door or naming the good thing that you could get out of it, and I thought this would be a little more dramatic.  The bad thing will happen if you don't have the optimal design, and then I've tried to compare the two designs.  A red X means not good news, the green plus means this is an advantage, and then I actually have a question mark in there, too.



So in both cases, random assignment, we do not have.  It's what you need to guard against confounding which is the influence of both known and unknown factors that cause people to have physical activity or not, despite anything you might do, and neither one of these designs has it.



Repeated measures is a good thing and by repeated, I mean, even including the most basic repetition which would be baseline.  What that guards against is variability, just not knowing from one time to another what you're going to get.  They both have it.  Time-series has it in spades, but the pre/post has it, also, and it's not such a bad thing to cluster all your points at the beginning and the end.  That's actually optimal in some ways.



Community pairing seems like a good design feature.  It also guards against variability because the correlation between the members of the pair reduces variance.  We don't have it in the case of the time-series.  That's six versus zero.  So forget it.  But in the pre/post case, even if we do have it, it may not be a big advantage because we can't use the paired T-test to take advantage of it.  Any advantage that we get from the correlation we lose by the loss of degrees of freedom.  So that's kind of a wash or worse in this case.



Presence of controls.  What that guards against is the secular trend.  The secular trend is why you need controls.  It may be that physical activity turns into the next great fad in this country.  Things happen.



PARTICIPANT:  We hope.



DR. FELDMAN:  Excuse me?



PARTICIPANT:  We hope.



DR. FELDMAN:  We hope.  It would be good, and if it happens, it'll appear first on the op-ed page of the New York Times.  Then it will simultaneously reach NIH, where RFAs will be generated and good research will be done, and that will take about five years, but at the same time it arrives at the NIH, it will arrive on "The Oprah Winfrey Show" and be immediately disseminated to the entire country and by the time you do the research, everybody is doing this already.  So that's why you need controls to tell whether everybody was doing it already.  So we don't have that in the time-series and we have it in the pre/post design.



As far as the magnitude of the detectable effect goes, that is, to guard you against futility which is doing an experiment and not being able to show in a definitive manner what really happened.  That really is the nature of Type II error which is the flip side of power.  A high person at NHLBI asked me what is a tolerable level of Type II error for a statistician, and all I could think of was what fraction of the NIH budget are you willing to spend on studies that miss what was really there because that's what's happening.



So you're guarding against futility which, as a small side effect, is unpublishability.



(Laughter.)



DR. FELDMAN:  Time-series was the clear winner here.  The pre/post design just had too few units.  Now, if we had gone to 10 and 10 instead of three and three, it might have been a little bit closer.



Finally, the potential for analytic refinement which also guards against futility.  That is, if you can do the fancier analysis, you may be able to see more if it's there.  That also guards against futility and, of course, it guards against unemployment among statisticians.



(Laughter.)



DR. FELDMAN:  Here again the time-series is the clear winner.  It has more features to it.  There's more of an expectation of what you ought to be seeing under your null hypothesis and your alternative hypothesis, and if you know what you're looking for, it's easier to see it, even if it's rather subtle.



So that's my take on the tradeoffs.  I'd like to invite the other members of the group to comment.



PARTICIPANT:  (Inaudible.)



DR. FELDMAN:  And possibly unpublishable.  Thank you.



(Applause.)



MR. CHAPEL:  Questions for clarity first.  Yes, sir?  Rob?



DR. SANSON-FISHER:  Could I ask, going back to the last slide or using the last slide and also referring you to the design which is on your page 2, what did you consider randomly selecting from the 29 states' relevant communities so that you increased representativeness or get rid of bias, but also staggered the intervention time so that you actually have across times, that would occur in the natural environment, I assume, that they would be staggered?



So rather than one line going down, if it was staggered across time, you'd be apt to argue that it wasn't one thing that happened in the United States.  It was actually the intervention which occurred.  Why did you  reject that idea?  I assume you thought of it, and it would have changed the way you summarized the last table, I would have thought.



DR. FELDMAN:  Well, I'm from Boston, so I don't believe there's anything predictable about when public works will actually get done.



(Laughter.)



DR. FELDMAN:  I'm not.  But the key here would be to time it with some reasonable expectation that the light rail would go in and be usable at a particular point in time.  Deborah would have more intelligent things to say about that.



DR. COHEN:  Yes, I don't think we can predict that they're all going to happen on the same day and the same time across all the different places in the country.  So I did think that we were planning to just study it as it was being done.  We were going to try and find out when the construction would start and we were going to start two years before that and then, when it finished, we would do two years after that, and hopefully within the five years of the funding, we would get some portion of that for all of the sites.



DR. SANSON-FISHER:  I think I'm suggesting that if that's the way it would have gone, that is, a staggered intervention time, you'd have a multiple baseline design and you'd change your conclusions then about some of the advantages and disadvantages of the time-series, for example.  If you use random selection, you would have changed the design strength.  So I'm asking why you didn't reflect that in the way in which you talked about the study.



DR. BROWNSON:  Tell me with random selection what we're randomly selecting.  That's what I'm confused about.



DR. SANSON-FISHER:  Randomly selected states.



DR. BROWNSON:  Oh, yes.  The trouble is those 29 are potential light rails.  There's little control.  Eight or 10 of them may do nothing and so I'm even worried with the time-series, if we collect data for four years, whether the intervention occurs somewhere in that four year window.  That's the biggest problem with it.  It's just a lack of predictability of it.



My experience with rail trails and with these light rails is they're almost always delayed and you just want to know how long the delay is going to be which makes it tough to get a study like this funded.



MR. CHAPEL:  Sir?



DR. BIGLAN:  Actually, I was going to make a similar point, but it just seemed to me that in fact the point at which the rail system is up and running is going to vary just naturally, but that that actually would provide better control than you allowed for with respect to the issues of whether such things as a secular trend in exercise or a change in the price of gasoline affected the outcome.



So I think that that variability in that time point is something that's naturally going to happen and it's to the good for the time-series design.



DR. BROWNSON:  And the good thing about these is they take a long time to build, so you kind of know when it's coming, and so maybe you start writing your grant when the first bit of ground is broken, thinking that two to three years up the road you'll have an intervention that's ready for prime time.  So that's the good side of it.  You get some lead time.



MR. CHAPEL:  Bill Shadish in the back.



DR. SHADISH:  A couple of comments.  One is I really like the power analyses that you did, and I'd add to them two observations.  One is, if the power analysis had been done using some sort of Box-Jenkins or other kind of analysis particular to time-series, it might have been even more powerful than what you suggested.  Time-series can be an incredibly powerful design.



The second thing is kind of the reverse point.  On a number of occasions, we've heard people say in a randomized trial, I don't have enough observations or units to assign to conditions to get power, but that's also true in some quasi-experiments, as we saw from Dr. Feldman's power analysis as well.  When you have three communities or intervention sites, you've got pretty low power there as well.



So the question of whether you're going to get more power will depend greatly on what quasi-experimental design you choose to use and how you choose to analyze it.



MR. CHAPEL:  Venkat?



DR. NARAYAN:  Venkat Narayan.  Fascinating questions.  Really enjoyed your three presentations.  Fantastic.



Did you also consider or would you consider the study design wherein you select a random sample of the people using the rail system and compared them with people not using the rail system within the same community?



DR. BROWNSON:  I think that is a legitimate design.  We didn't really talk much about that design, but I think you could look at it that way, and there's a study going on in Australia where they're looking at people who move to a sort of new urbanist neighborhood that's more walkable, and so the intervention is somebody moving.  In this case, it could be someone moving to a neighborhood where there is light rail would be another take on that.  So it's a good idea.



MR. CHAPEL:  In the back?



DR. GORTMAKER:  Steve Gortmaker.  A question for the group.  I really liked the analyses you presented, too, in terms of the time-series.  I was just surprised, though, that you didn't have a comparison or a control series there, also.



DR. COHEN:  We only had to choose two.



DR. BROWNSON:  So Steve, are you saying time-series with control?



DR. GORTMAKER:  Yes.



DR. BROWNSON:  Yes.  We could do that as well and that would be another addition.



DR. FELDMAN:  The reason for doing it this way was to in some sense keep all things equal.  So I thought if we can afford to go into six communities, how should they be deployed, as three intervention and three control or as six intervention without controls.  So it was an attempt to sort of make a more pointed comparison.  You certainly could do that.



MR. CHAPEL:  In the back?



DR. MURRAY:  Nice job.  The strength of the time-series comes from the fact that it's a completely within-town approach and analysis and so you don't get a penalty for making between-group comparisons and things look very good there.



Steve just raised the issue of, well, a lot of people would throw a control series in or include that and I suspect that you'd pay a price for that, and I wonder if you had thought about it or did any of the calculations that could speak to that.



DR. FELDMAN:  I guess what you would wind up with is three intervention and three matched control and so in the crude analysis, we'd be back where we started with a pre/post design.  Then the issue would be whether the analytic refinements that you can throw in because it is a time-series, as Dr. Shadish has just referred to, will get you the extra power and my guess is like his that they would.



DR. MURRAY:  My point was that I suspect that you will still pay a price for that between group comparison because then the intraclass correlation is working against you, where here it's actually working for you.



DR. FELDMAN:  Yes.  Again, multiplying by two and dividing by a half, both.



MR. CHAPEL:  In the back?



DR. ATKINS:  David Atkins from AHRQ.  How much of the cost of doing the studies is a function of the number of communities versus the number of measurements?  I mean, because in the time-series, you have many more measurements and it just seemed that in the assumption that at equal cost you can only go into six communities fair or could you actually afford to go into more communities with a pre/post design with fewer measurements?



DR. BROWNSON:  It's a good question, David.  It's a complicated answer.  Part of the data collection is it doesn't matter so much the number of communities, it's more the number of samples.  For example, doing a phone survey and then doing the objective accelerometry kind of work, you can do that by mail and so where are you sending the things doesn't matter that much, assuming you're doing the headquarters in one location, one university or one research organization.



The auditing is a different thing.  If you're going to the micro level of a community and analyzing those neighborhoods and you have to go to, say, 12 instead of six, then it's quite a large cost differential.  So part of it would be sort of how extensive you want your "objective" data to be and so I guess all other answers, it depends.



But to get strictly the behavior data, you could go into lots of sites and if you could find 10 places where light rails were going in and you could do a 10-line time-series, I don't think the data collection costs would go up that much.



DR. ATKINS:  Then that would make the power comparisons of the different designs quite different, I mean, if you didn't assume that you're in the same number of communities.



MR. CHAPEL:  Other questions?  Larry?



DR. FINE:  But it is true, isn't it, in this comparison you have the same number of observations on people?  In the time-series, you were spreading out your observations over a couple years rather than taking them in a shorter time period, is that correct?



DR. BROWNSON:  That's what we tried to do.



DR. FINE:  And one just comment.  I think one of the things that this scenario illustrates is some of the characteristics where natural experiments are particularly attractive because you have an intervention here that really isn't made for a health reason, but also it has a potential large magnitude of effect and, very importantly, at least if NIH stays the way it is currently in terms of length of times to get funding, you have this great lead time.  You know the intervention is probably coming, but you also know that you have a two or three year lead time.



When you think about the medical system, we know there are going to be a lot of changes in the medical system, but we don't know when they're going to occur and what kinds of changes we're going to have.  So this is kind of a situation where it seems to me there's a lot of attractiveness to the natural experiment because of the intervention and because of that lag time that leads in.



MR. CHAPEL:  Larry Green, and then in the back.



DR. GREEN:  Let me follow up on Larry's last thought, because I was thinking, also, and we discussed a little bit at lunch the implication for funding agencies is that we need to think a lot more about setting aside some money to take advantage of natural experiments that arise and to be able to fund them quickly in order to be able to capture baseline data.



A second implication is that we need to think harder I think about the role of federal agencies in supporting, strengthening, and extending surveillance systems, so that the data are in place for baselines on those natural experiments that occur very suddenly.  So two more implications from my list of things for us to think about as federal agencies.



DR. COHEN:  I just want to respond to that.  I know there are lots of ongoing surveillance systems in place and one of the things that they fail to do often is to get the address of the people that they're surveying or, if they get it, they never release it or they hide it or something, but there's so many instances where, if these large datasets had the addresses where people lived, we could really understand how our built environment affects our health, and if there's any way to get that message across, I think we should do that.



DR. OLSTER:  My name is Deb Olster.  I'm in OBSSR, and I picked up my NIH transit subsidy this morning, which made me think of another kind of natural experiment where you can incentivize the use of public transportation by giving people money to use it, if they give up their parking stickers, for example.



It gets at a slightly different question and includes motivation, but could you use a design like that?  We have this huge natural experiment going on around here all the time.



DR. BROWNSON:  Yes.  You know, that's a great idea.  There have been a few studies like that, the sort of Easy Pass scenario or raise the cost of parking or different things that will incentivize.  So that's sort of if you build it and promote it, will they come versus just if you build it, which is what we were looking at.  It's a good comment.  It is an excellent idea.



MR. CHAPEL:  Peter first.



DR. BRISS:  I pass.



DR. SIMONS-MORTON:  I have a question about that example and there was another one Venkat asked.  What's the group design is sort of ‑‑ the people you're measuring are not self-selecting into the intervention.  You're asking whether, if you are there and you build it, does it affect what you do?



But the kind of incentivizing, or I can't remember Venkat's example, but ‑‑



DR. COHEN:  People use it versus ‑‑



DR. FELDMAN:  People that use it versus don't use it.



DR. SIMONS-MORTON:  People who use it versus don't use.  I mean, under that circumstance, I would think that you'd have a biased sample and your conclusions about whether the intervention actually works may be erroneous because the people who choose to accept the incentive or choose to use the transportation versus not are different and so it's not as strong a study design, I wouldn't think.



MR. CHAPEL:  Yes?



DR. CALONGE:  There are other biases involved in the projects themselves.  In Denver, I think during the mass transit, the light rail building time, leisure time for exercise is going way down because of its impact on traffic.  So your pretest is going to make everything look better.



Also in Denver, though, in the wisdom of the governor, they actually added two lanes to the highway at the same time.  So we have both light rail and a bigger highway and that should minimize the differences as people say, well, now, the road's opened up, I don't need to take mass transit.  So you actually have to look at it.  Plus, finally, it's taking six to seven years, not two years.



DR. PECHACEK:  This is Terry Pechacek from CDC.  To follow up on what Larry Green was saying about surveillance systems, I think one of the outcomes of these types of discussions, and bringing it very specifically back to physical activity, we were talking about what the key surveillance variable might be, and if there was more consensus around what reasonably cost-effective endpoints and we could get some national tracking on those, we have then a comparison for the compounding in a lot of other ability to interpret the time-series or even the pre/post, as talking about price of gasoline and other changes, commuting time, all these other broad societal kind of time-series effects, that we have some background surveillance that enable us then to interpret the natural experiment where we would jump in and measure the specific situations.



DR. BUCHNER:  We did actually discuss that in the group, that once again it was a cost-effectiveness issue where you pay a little more money and you determine that actually the more appropriate control group has either sustained their levels of physical activity or, if you pay less money, you have to assume the surveillance data, which is statewide or nationwide, will actually apply to the people in the control communities.  So with that additional assumption, then you can really lower your costs of control groups, essentially.



We see that design occasionally in studies.  Certainly, when I thought about it, if there is a secular trend in the general population at the time of your study and you don't have a control group, it will be noted in the reviews.



DR. PECHACEK:  Just to follow up on that point, I don't know if this is heretical to the NIH and CDC, these types of things, but some of the investigator-initiated type of money, if it is to create these types of surveillance data points that make then the individual investigator-initiated grants more cost-effective, they are a good buy, but we have to have a lot of scientific consensus.



If we want to push for the study of physical activity, then we need to define what those three or four key variables are, or if we looked across all the endpoints of this meeting, what are those key surveillance data points that we need on a national level to make then the opportunity for the investigator-initiated project more cost-effective.



DR. BROWN:  Steve Brown from Waterloo, Ontario.  The question just about after these studies are done, we might have demonstrated that the imposition of these light transit would increase the amount of physical exercise that people get.  Is that the kind of information that decisionmakers might want to have in order to introduce this light transit in other jurisdictions or are there other things?  What is it that they would really need in order to encourage light transit to any kind of transit system introduced in their own jurisdiction?  Because I think if we're looking at this as outside the research, entirely outside the spectrum of research, we should be thinking about those kinds of questions.



PARTICIPANT:  Reelection.



DR. BROWN:  Well, reelection is it.  So if increasing gas taxes is the way to get money to fund light rail in order that people will exercise more, there's probably not a politician around who will increase gas taxes.  So what other kinds of endpoints could be measured I guess in studies like this?



DR. COHEN:  Well, I would hope that the information that light rail increases physical activity and hopefully reduces obesity would be appealing to many people and it may not be that they have to increase the gas tax but just reduce the money that's put for more roads and highways and put that into mass transit.  So it could potentially be a win-win situation.



DR. FELDMAN:  There's also economic development.  Yesterday afternoon, my brother in New York, without even knowing where I was going today, took me across the Hudson River on a subway along a light rail through flatlands in New Jersey, which used to be a beehive of shipping and rail activity and now are just grasslands, and at the end of it was a very nice tourist site of a former rail terminal.  Actually, we had to walk a mile to get to it, and there were people selling lunch and operating a marina at the end of it in a place that you would never have dreamed of going to before.  If this spurs economic activity, that alone would justify the light rail.

So I just didn't say a word, but I was agog at the actual effects.



MR. CHAPEL:  Tempting as it is as citizens to talk about implications of light rail, for the moment, we're going to take a break soon, but let me first say that now with three scenarios, does anybody want to hazard some comments on any kind of cross-cutting themes and they've seen or patterns in what they heard that kind of help us move us towards one of the things we'd like to get out of the meeting which is some sense of are there particular aspects of situations or contexts that lead us towards one design as opposed to another?



DR. GREEN:  One thing that strikes me about the designs selected across these examples is that, as we move out into collaborative enterprises with other sectors because we can't control the problems so much ourselves within the health sector, we have fewer and fewer choices with regard to departing from randomized controlled trials because we don't have that much control in other people sector, and as we deal with more complex behaviors, I think we can expect to see more demand for and need for alternatives.



MR. CHAPEL:  Other points?



DR. CAMARGO:  Carlos Camargo from Boston.  I think this is something that people in this room can all agree with in theory, but it's harder to live, which is the concept that the only worthless study is the one that's never presented, discussed, or published, and we talked before about the benefits of meta-analysis.



I often think the greatest threat to meta-analysis is all those studies that were deemed worthless and then were never published and as a result a self-fulfilling prophecy became worthless.  So if we can get one thing out of this conference, it's to try to move away from terminology like that which tends to label study designs as good or bad.



MR. CHAPEL:  Comment?



DR. FINE:  Two things.  I think several people have touched on the theme, we haven't had a chance to discuss it in detail, of really the issue of the research question driving the design decision.  Embedded in that I think is discussion of how you develop a scientific strategy that kind of moves from the different stages of that.  That sort of triggers your strategy based on where you are in terms of the stage of the science.



For example, it seems to me, and this is because of my fuzzy thinking, that when I think about effectiveness research, I have an underlying assumption that as I move the intervention from the large RCT from the academic setting to the community setting, whether that be a health care system or the community itself, that the average effect on the individual will be smaller because I'll have less resources to invest in the intervention and because I won't have the same degree of resources to make sure the intervention is delivered exactly as I would hope it would be.



But perhaps in that, as we were talking like in the first thing in the diabetes case, if the endpoint was measuring weight loss, Denise's point, weight loss or minutes gained per week, then perhaps I don't need as many subjects as if the endpoint is trying to return to the original efficacy question about whether in fact if you lose weight and you increase exercise for someone who's middle age and at very high risk of diabetes, will you reduce the future risk of diabetes?



So I think, and several people have mentioned this issue of what is the question that's driving the design issue?  So I think further discussion of that or if there is a way of developing a sort of consensus or not consensus but an understanding of what stage we're at and what design.



The second thing that seems to be recurrent issue is that if we're in a situation where we're talking about multilevel, so we're going to think about community and individual, that if we don't have a lot of communities to study, we're going to be limited for a number of reasons to a small number of communities, then we have the issue of power and how do we deal with that situation of sort of low power because of the number of communities, and I think several people have proposed strategies to deal with that issue.  I think that's another theme that I think is important to continue to discussion.



I have to admit, I was the one who said that many of these groups early on don't worry about ‑‑ let's not focus on power, let's focus on design, and now I realize how stupid I was.



MR. CHAPEL:  Peter, Carol, then let's move for a break.



DR. BRISS:  I endorse Larry's comments.  The other thing that we've been around a lot about today is internal validity is really important, but external validity is really important, too, and so a lot of the discussion has either been about finding ways to be creative about randomized trials to enhance their external validity or finding ways to use other designs so that you get steps that's useful for practice.



MR. CHAPEL:  Carol?



DR. MANGIONE:  You know, I guess, Larry, it's something that Marshall and I kind of started out thinking that change in weight was our endpoint, and we really, after thinking about it more, felt like we needed to go to onset of diabetes.  At the same time, I think one of the questions in our minds and this came up a little bit at lunch, too, with Denise and others is if you have a well-designed efficacy trial, like the DPP, that has shown that the obvious mediators and moderators have gone in the right direction, so the people who had lower rates of onset of diabetes did lose weight and were more physically active, is that good enough evidence then, when doing the effectiveness trial in a community, to use those mediators and moderators?



I think right now, people writing proposals are quite gunshy about any of those intervening variables because of the way the Women's Health Initiative has played out and other recent studies that have shown that we've been led astray by earlier trials that had been powered on those intermediate endpoints.



So I guess for the scientific review community, that's one of the questions I have, is that, if the effectiveness or the efficacy trial has shown that the intermediate variables have gone the right way, can you stop there with the translational research agenda?



MR. CHAPEL:  A comment on that?



DR. CAMARGO:  A key issue that you raise is when the mediator is itself a chronic disease and has its own value by simply being reduced.  That's very different than when the variable is, for instance, number of PBCs over an hour or whatever.  I think when that intermediate is itself valuable, that's a totally different scenario.



DR. SIMONS-MORTON:  I just want to comment from NHLBI.  We used to consider blood pressure an intermediate outcome and now we use blood pressure as an outcome, as a primary outcome.  We used to consider weight as an intermediate outcome and now we use weight or BMI as a primary outcome.  Depending on what the research question, we have studies where we have health behaviors as outcomes, like delay time for seeking care for chest pain or physical activity objectively measured, say, from emotions.



So at NHLBI, in terms of the research that I know about at any rate, that's exactly what has happened.  Establishing the causal chain, once there's enough evidence that there is a causal relationship, efficacy evidence, we move back and have the primary outcomes and studies be earlier in the causal chain, and I think that that's a natural progression and I'm glad she brought it up because I think it's something we need to think about.



What is the outcome is a key part of what this research is.



MR. CHAPEL:  Is there a question in the back?



DR. GORTMAKER:  I just wanted to second Larry Green's comments about potential or capability to really investigate policy changes or changes in the environment that we think could impact certain key aspects of health.



I was thinking about the EIS as a group that investigates outbreaks.   How about a group that at times or a funding mechanism that can investigate some policy changes or environmental changes that we think could impact the issues we're talking about here?



MR. CHAPEL:  Denise?



DR. DOUGHERTY:  On Carol's point, I don't know that DPP study very well, but I think another thing to take into consideration is the population in which the RCT was done, and if there's reason to suspect that maybe the same effects wouldn't happen with different populations, then maybe you need to study the same outcomes as the original RCT.



DR. MANGIONE:  The beauty of the DPP is they have wonderful representation from a lot of groups, but I think your point's well taken, especially when designing studies for the frail elderly and things like that.



MR. CHAPEL:  Larry, final comment.



DR. FINE:  And one point to reinforce what Carol said.  I think it may be similar in this.  A lot of people who do evidence-based would say you need at least two powerful studies before you can reach a firm conclusion and so you think about the DPP, which I don't know if Sandy is still here, I know is about $100+ million and how many years from the beginning, the time it was first proposed to the time ‑‑



DR. CAMARGO:  It's $175 million.



DR. FINE:  It's $175 million and at least 10 to 15 years.  So if you waited to the end of DPP now to start the next replication of that, we would have to wait, oh, about 30 years before we could move ahead.  So I understand.  I wasn't saying that I knew the answer to the question, but I think it's an interesting question.



Deciding when you can use that conclusion from the efficacy study to shape the next generation of studies in terms of endpoint, it's a hard decision.



MR. CHAPEL:  Let's take a break.  We're going to take a break.  We're due for about 15 minutes.  We're actually ahead of schedule.  So again, if there's any questions we didn't get to that you want on the table, the box is still there.



(Recess.)



DR. DeVINNEY:  Welcome back, everyone.  We're about to launch into our final scenario for today.  This one is the tobacco control and cessation scenario.



In the tobacco group, we had three members on the federal side.  They were Terry Pechacek from CDC and Rachel Nugent and Aron Primack from NIH.  Unfortunately, Aron couldn't be with us due to travel.



Then for our presenters today, we have Dr. Tony Biglan, Senior Scientist at the Oregon Research Institute, who will present the background and the multiple baseline design.  Dr. Brian Flay, Distinguished Professor of Community Health Sciences and Psychology at the University of Illinois at Chicago, and he'll present the RCT with matched pairs.  Then finally, Dr. Steve Brown, Professor in the Department of Statistics and Actuarial Sciences at the University of Waterloo, will present the tradeoffs.



DR. BIGLAN:  When I listened to the first two presentations, I was reminded of a recurrent dream I've had ever since I got out of college that I have this class and it's like towards the finals and I have this class and I can't remember where it meets and I know I haven't gone there in a long time and I haven't studied for it and so on and the first couple presentations sort of raised that kind of anxiety, and I thought we didn't have really enough information about the nature of the problem.



So I threw in a bunch of overheads to improve it, but then Larry Green said that we should really concentrate on just the design issues.  So I guess I found where the final was and it turned out they'd canceled it.



(Laughter.)



DR. BIGLAN:  So our target was to reduce the prevalence of adolescent tobacco use and just some rationale.  Here's the percent of people who died due to various illnesses as of 1993.  Smoking is still the number 1 preventable cause of disease and death.  The tobacco companies are thrilled that obesity is gaining, but that's not because there's been any reduction in the deaths to smoking.



Here's some things on the cost of cigarettes.  Each pack of cigarettes sold in the United States costs the nation an estimated $7.18 in medical care.  Smoking costs about $150 billion in annual health-related economic loss, but then you all know that smoking is a problem.  So I won't go into great detail.



The rationale here is that most smoking begins in adolescence.  The initiation of tobacco use occurs over short numbers of years.  The age rates of initiation may vary by culture.  Now, we chose to concentrate on the Gedanken experiment in which we were trying to reduce the prevalence of adolescent smoking in underdeveloped countries, large communities in underdeveloped countries, but I just thought I'd mention a little bit about why this is a problem.



There is an analyst for Wall Street, a tobacco analyst, several years ago who, when asked about the threat that there seemed to be to the tobacco companies, said that in evaluating whether or not he was a buyer of Philip Morris, he discounted their American business entirely; that is, he's just assumed that was going to zero and he was still a buyer of Philip Morris because they had been very successful marketing overseas.  The Marlboro Man is to be found all over the world.  Joe Camel is now dead, but he was a smooth character and very popular.



The tobacco companies, in other words, are very successful in pairing smoking with images of popularity and fun and sex appeal and rugged individualism and popularity.  So it's a challenge how we can reduce tobacco use, especially in other countries where not as much tobacco control work is being done.



This is one of my favorites.  This is Joe Camel, but if you notice over here, the Marlboro Man is being unmasked and thrown out of the bar.  Then, of course, we have the emphasis on how you can stay thin.  "Is this you five years from now?"  Here's a response to obesity.  Cigarettes for women.



Now, switching gears a little bit, I want to talk a little bit about what I see as new developments in the integration of science and practice which I think is sort of what brings us all together.  As president-elect of Society for Prevention Research, SPR has been dealing a lot with these kinds of issues, and it seems to me that there's some things happening that really have to do with the evolution of public health practices around the nature and around the world and that in some ways we should think about the research that we do as being in the service of helping those practices to evolve.



One practice that was discussed a little bit here this morning was to increase the use of surveillance systems, and I mentioned two here, the YRBS and Oregon Healthy Teens.  Oregon Healthy Teens, which is the YRBS franchise in Oregon, by the way, involves assessing about a third of the middle schools and high schools in the state on the entire range of adolescent functioning a using survey system.  But what you get there for those schools and communities is a profile of how kids are doing on each of the most important health and behavioral health issues.



That system is growing, and it's the goal of the State of Oregon to ultimately have that system running in each school, and in fact, we're involved in a process where we're trying to do this by a website assessment, so you can imagine that the cost could be very low, but I ask you to imagine what happens in terms of your ability to evaluate any public health intervention if you now have that surveillance system in place in every community in Oregon.



As a result of that being in place, we're currently about to do two randomized trials where we're randomizing communities to public health interventions, one on tobacco, one on alcohol, as a function of those systems.  I think that we should imagine that those systems are going to evolve and we should try to help those systems evolve because they will ultimately reduce the costs of doing much of this research.



The other thing I want to mention is braided funding which is a concept that apparently comes from Wilson Compton at NIDA, but is also something that SPR has been pushing, and that is the notion that NIH funding might be targeted to do research on the practice systems that are being funded by groups like CSAP, CMHS, and so on.  So the notion is that one way we'll integrate science and practice is by braiding research funding with practice funding.  So basically, increasingly, I see science and practice working together to establish an infrastructure of effective public health practices.



Now, let me talk about the components of a preventive intervention that we conjured with in this plan.  I listed here ones that for which there's at least some evidence that they can have a preventive effect on adolescent tobacco use.  Most of that research has been done in North America, though there's certainly other places around the world.



Countermarketing or counteradvertising efforts to discourage young people from smoking, to try and taint the image of the Marlboro Man and so on.  Two kinds of school-based interventions, curriculums, like life skills training and so on, have been shown to have a beneficial effect, and also policies where the school gets clear about having the whole campus be tobacco-free for everyone.



Another component that has some evidence associated with it is access reduction, where you make it more difficult for kids to buy cigarettes.  Then there is some recent evidence that enactment and enforcement of laws having to do with the possession of tobacco can discourage tobacco use.  There are also people in the tobacco community who don't like that because they say you're blaming the victim is the argument, but there is evidence that it reduces adolescent tobacco use.



There's also some evidence that getting parents to set limits around their kids' use of tobacco and possibly their kids' involvement with other kids who might use tobacco or the places where they might experiment will reduce tobacco use.  There's some evidence that smoke-free public places can decrease tobacco use.  Then there's taxation for which there's fairly clear evidence that the prevalence of smoking will be reduced with increasing taxation.



So this is, if you're kind of into SEM, a kind of model.  The notion here is that we're interested ultimately in the prevalence of tobacco use.  Intention to smoke or, as John Pearson would call it, susceptibility is clearly a predictor.  So that's one thing you want to effect.  Receptivity to advertising is another.  Receptivity is things like they have a favorite ad, they can name an ad versus they can't.



Susceptibility is generally dichotomized as if you cannot definitely say that you won't smoke in the next year, you're considered susceptible and there's some evidence that that's a decent predictor of adolescent smoking prevalence.  There's also some evidence that access to tobacco is associated with prevalence, although the evidence is somewhat mixed.



For this Gedanken experiment, we said that we would think about working in communities in underdeveloped countries, each having a media market, and evaluate an intervention to reduce the prevalence of adolescent tobacco use.  So my job is to just talk about the interrupted time-series designs and then Brian will talk about the randomized trials and then Steve will explain all our mistakes.



Two possible purposes of research.  Now, this is where I kind of want to stop and try and make a point.  One purpose of research is to test the efficacy or effectiveness of a comprehensive intervention, and I think that's generally what we think about, and it assumes that we have a set of potent components that reliably affect smoking or the factors that strongly influence smoking.



But another purpose of research is to develop intervention components that strongly affect smoking or potent influences on smoking.  Now, I've been doing tobacco prevention research for about 25 years and someone on our group expressed surprised at the position I took on this, but I don't think that we are nearly far enough on this issue as we could be, and I think it's in part because the way that we have developed our interventions over the last 25 years has been on the basis of randomized trials.



Why?  Because you can't get anything else funded, but if you do a randomized trial, it's a good way to test the efficacy or effectiveness, but it's a poor way I submit to develop potent intervention components, and I think it may also be poor from the standpoint of external validity because it's difficult to transport an intervention into the real world.



Take COMMIT, for example.  COMMIT costs about $100 million.  Now, to be fair, Kevin Garnett's contract for playing basketball was also $100 million.  So I mean, we have to kind of think about all of these things.  But COMMIT was a randomized trial where they were going to put a set of components into the community to try to reduce the prevalence of smoking, especially among heavy smokers, and I'll just give you one example.  Physician's advice.



There are a number of randomized trials that showed that physician's advice could effectively increase the quit rate among smokers.  That was well established.  But the plan to implement COMMIT was to get physicians to do that because it was well established that it worked, but what did we know about how to get people to get physicians to give advice?  This was an issue that was discussed earlier today.  Not very much.



I submit that if a strategy had been used in which they took each of the components and evaluated its effect on the things that it was immediately supposed to influence, there would have been a crisis because they would have discovered, as COMMIT did discover, that you can't get physicians to do it.  You would have had to stop and work on that, but the ultimate result of that would have been that we might have had more powerful components to have an impact on the different things that we know will affect smoking, and so as an alternative strategy, I think it deserves further attention.



I wrote this down.  I'm still writing my talk, you know.  Steve says I think we need larger effect sizes and that's precisely the point.  Most of the discussion typically is okay, we're going to evaluate our interventions, but I think we need to stop and ask ourselves how potent those interventions are to begin with.



Suppose you focused on a series of three churches and worked with only one until you got a truly big change in exercise and weight or suppose you worked in a series of three middle schools and you worked to produce big changes in nutrition and exercise practices and you refined the intervention in each successive school.  You'd fall flat on your face, but then you're try something else because you had the data and you knew you weren't getting anywhere and so you've got to do something and so you changed what you did and go on to something else until you had an effect.



If you could then get that effect, you could take it to the next school and start with what you had learned in the first school and over time might collect a more effective intervention.  Suppose further that we assume that we're trying to permanently alter the infrastructure of practices that affect public health.  Sciences, engineering, the public health infrastructure is the way I think of that.



So the use of interrupted time-series designs.  I want to mention behavior analysis because it's one of the strong places in which this kind of design methodology developed.  They focused on identifying independent variables that had big effects on dependent variables.  According to Crosby, there is a five standard deviation effect is at the 25th percentile in papers published in behavior analysis.  The median effect size is 10 standard deviations.  Their argument from the start was we've got to have big effects, and if you have a single case, you've got to be able to see it.  They hated statistics which I don't support that, but they did and so they had to get something that was really big, and as a result, they developed a technology which you may not know is, I mean, depending on your background, is widespread in the use of behavioral interventions.



Most of our interventions with kids make use of reinforcement practices that were largely developed and evaluated within the behavior analysis movement.  So the components of the intervention and their proximal targets.  Mass media messages.  You might look at their effect on reach and frequency, how many kids did you reach and how often and what's the susceptibility of kids?  Does it change as a function of that?



School curriculum activities to promote non-smoking.  You could look at reach and frequency.  You could look at susceptibility.  Access reduction.  You might first look at the percent of outlets that are willing to sell tobacco.  Can you lower that?  Enactment and enforcement of laws prohibiting tobacco possession.  You might look at whether or not you got it enacted, whether or not citations went up.  The perception of the likelihood of consequences for possession would be another variable that you'd want to look at, and finally, family communications prohibiting tobacco use.  You might look at parent-child interactions.  In other words, how often do they talk about the tobacco issue?  Once is already a good time.  Youth perception of parental disapproval of smoking.  Those are things I think that you would want to try and change.



So I'm going to describe some work we did on evaluating an access reduction intervention, just to give you an illustration of what these designs might look like.  We had the kind of crisis I'm talking about.  We assessed all of the outlets in Florence, Oregon, with respect to whether or not they were willing to sell to young people and then we did what was at the time a standard intervention.



We had community members go around to the stores and say here's a packet and things you can give to all your employees and you don't want to sell tobacco and they said, oh, of course we don't and we won't and we never have, and then we went and we did another survey where we had kids go in in an attempt to purchase and there was just no change at all.  It was still like 50-60 percent of the stores were still willing to sell.



So we had a crisis because this was a dependent variable we measured.  We knew we needed to reduce.  How are we going to reduce it?  So our administrative assistant says, well, you're always talking about reinforcement.  Why don't you reward them for not selling tobacco to kids?  So we did.  We got a proclamation that was signed by everybody of any importance in the community and we delivered that to the stores and we told them that there would be kids coming around and the kids would then go in and they would attempt to purchase and if the clerk was not willing to sell, they gave them a gift certificate the people in the community had provided for $5 or $10, thanked them for it.  An adult would come in and say can I take your picture?  We got publicity for the stores.  Initially, we got newspaper articles.  Later, we had to pay for the publicity and so on.  So that's the reward and reminder visit.



If the clerk was willing to sell, they just handed them a reminder of the Oregon law and got out, no law enforcement.  Why no law enforcement?  Because there was not a police officer or judge we could find who was willing to enforce the law at the time.  This was in the early '90s.  Then we had the feedback to outlets about how they were doing.



I would like to have enforcement of the law and what we do from here on in, we expect to, but we didn't have it in this.  So here we've got four of the eight communities we worked in, and by the way, this was done in the context of a randomized trial where we randomized 16 communities to receive or not receive an intervention and this was one component of the intervention.



So here you have the percent of stores willing to sell and then the beginning of the reward and reminder visit and these two communities were run simultaneously with a longer baseline here.  What you get is a clear drop.  This was easily six months after we'd stopped doing any intervention.  Similar kind of result here.  Two more communities.



This, by the way, what we discovered was we weren't getting anywhere at first, and we realized that this was a bedroom community that actually had a school district that went into other communities and so a lot of the outlets were not in the actual community we were working in, and so we went and got proclamations from all of those communities as well and took to their stores and finally got the thing under control and this is Hood River, Oregon, which is sort of like Lake Woebegone.



When our community coordinator saw this point, I thought she was going to die, but as you can see, ultimately, it went down.  We replicated that in four other communities.  I don't have that for you, but across all eight communities, we dropped the rate of sales from 57 to 22 percent.



Now, the interesting thing is that the State of Wyoming had data on its prevalence.  How many here are familiar with the Synar amendment?



(Show of hands.)



DR. BIGLAN:  Sorry.  I guess I've got to tell you.  The Synar amendment is an amendment to the HHS budget that required every state to systematically assess through random samples the rates of illegal sales of tobacco to young people in the state, and if those rates did not go down, they stood to lose 40 percent of their block grant money for drug and alcohol treatment, a motivator for many states.



So here we have the State of Wyoming where the rate of sales is going up and they were being threatened at this point with losing their block grant money.  So they asked a guy named Dennis Embry, who is a very competent scientist/practitioner, for assistance in dealing with this, and he brought us in to train people and, as you can see, the rate of sales has been below 10 percent for the subsequent four years.



He embellished what we did.  He did things like he went around to the clerks and the problem a clerk has in this situation is that the kid comes in and they get mad if you won't sell to them and some clerks are the same age as the kids and maybe they'll key your car.  So they're hesitant or they just don't know what to say.  So he went around to the clerks and said, well, what do you say?  What's a good thing to say?  He made up these final answer cards and he took the best ideas and he then put them on cards and distributed them to all the clerks.  So now every clerk has these snappy answers that seem to work and then he put it on TV spots which both told the kids probably isn't going to work for you to try to buy and told the clerks here's what the norms are and here's what you do.

So that certainly added to the intervention, I suspect.



Wisconsin had the same thing.  They adopted this intervention because they stood to lose block grant money.  This wasn't planned, of course.  I lined them up like that.  I mean, they are co-terminus years.  But the interesting thing is that two states were willing to adopt this on the basis of ‑‑ well, Wisconsin on the basis of the results in Wyoming.



So what might we do to evaluate the components of an intervention?  What I'm arguing is that it probably makes more sense initially to evaluate the components of this intervention in multiple baseline designs across communities than to put the whole thing together into a randomized trial.



In any case, if you want to do that, here's an example where you might look at the reach and frequency of a media campaign in each of three communities and where reach and frequency is going up and presumably susceptibility is going down probably much more gradually than reach and frequency is going up.  Similar, you intervene here only after you've seen some kind of effect here, you intervene in the community.  You intervene in the next community only when you've seen some sort of effect here.



So you can, of course, randomly determine which of these communities is going to get the intervention first, second, and third.  You might do three other communities in which, let's say, you have a campaign to increase taxation where the public support for increased taxation is something that you're monitoring over time and this is a point at which a taxation is increased in a particular community.



So those are just examples of how you might do this.  If, over time, you accumulated a set of components that you think are powerful, there's nothing to stop you from doing a multiple-baseline design to evaluate the effects of your intervention, so that you could introduce all of these things in one community and look at the prevalence of smoking as a function of that intervention.  This is obviously idealized.



So in other words, even when you have multiple components and you want to evaluate them, it's possible that a multiple-baseline design would be an efficient way of evaluating the intervention.  The only other thing I'd say in terms of statistical analysis, and there's a paper which is not in your list of papers that we published on this that summarizes this in greater detail, but there are basically three approaches that I'm aware of.



The ARIMA approach is the auto-regressive integrated moving average model of Box and Jenkins that required quite a number of data points and adjusted for the auto-regressive quality and time-series data and so on. ITSACORR is something developed by Crosby, who is a behavior analyst who did get into statistics, but he's done some Monte Carlo studies suggesting that his approach has adequate power, at least for behavior analytic interventions, but don't forget the effect size of those behavior analytic interventions is quite substantial.

Most recently, Terry Duncan has done some work on the use of latent growth modeling to analyze these data.  As I understand it, there are going to be people far more competent than I to talk about analyses tomorrow.



So I think that's it, and I think it's Brian's turn.



DR. FLAY:  Thank you, Tony.  You said most of what I wanted to say.  So my 10 slides will take three minutes instead of five.



Tony went over all this, the comprehensive intervention, except for the last part of his design, Tony was assuming that he was going to look at different components of this intervention one by one.  I think that we would make the assumption that we have a basket full of intervention components that have been proven in efficacy trials to work, that we know how to make a mass media campaign that works, how to do a school curriculum and policy and family involvement that work and how to do certain things in the community that work, and the objective here is to test them in the real world in an effectiveness trial in an RTC.



So we would propose six to 12 matched pairs.  Obviously, we need a para-analysis to determine the number more exactly.  Community here would be defined in terms of media markets because one of the components of the intervention is the mass media campaign, and so the smallest unit that you can use basically for randomization would be a media market, and like someone this morning, I'm also a strong advocate of matching, particularly if there's a lot of heterogeneity in the population that you're sampling from.



So if your population of communities are very heterogeneous and you're going to select a small number of cases, it's imperative to match them.  If you can select your small number from a larger number, you can actually get very good matches and I'd expect the pair correlation to be in the .7, 8, or 9 range under those conditions rather than the .2, 3, 4, or 5 range that you were talking about earlier.



The better the data are that you can use for the matching obviously the better.  So if you can get baseline data from a surveillance system on your dependent variable, you're going to get better matches than if you have to use proxies at the community level.



The randomization process.  You're randomizing where each member of the pair agrees to randomization after assignment or after baseline data collection or you've got your data and you do your assignment and then you go out and recruit them.  The latter, if one of the pair refuses, you may have to abandon that pair and go on to another pair.  Either way, you go through a number of communities obviously who will not agree to be in the study.  This is true whether it's schools or communities or some other grouping.



The basic design elements then are randomization to treatment and control.  The treatment are represented by multiple Xs between each of the observations because it would be ongoing.  It would want to be ongoing for several years and with observations at least annually for multiple years.



Power in these kind of designs can be improved with multiple baseline measures before the intervention starts and the more the better and so surveillance systems, as Tony pointed out, would provide for that without there having to be a big research cost, and perhaps multiple control groups per intervention group can improve power and maybe Will or Tom can address that later today or tomorrow.



The steps in setting up an RTC at the community level obviously would involve the baseline studies on tobacco use prevalence among youth and perhaps some qualitative assessment is needed of the appropriateness of the message for the various communities.  We were talking about designing a study internationally in different countries and so cultural appropriateness of the messages would have to be looked at carefully before you go into the RTC.



Multiple baselines, implementing the components and then monitoring the intervention implementation as well as the outcomes and that's critical in all the studies and that's been stated by others as well.  So the follow-up's then focusing on the awareness of the campaign components, looking at the immediate changes and then at the ultimate changes.



Some of the more specific measures preintervention, you'll also want to look at the readiness of communities or schools for your intervention.  The assessment of the implementation, so you know how well it was delivered and with what integrity and how much.  So exposure to the campaign, the number of youth involved in some activities, the various community activities that occur, and also the sustainability intervention over time, over those multiple years that we think that the program would need to continue to have its best effect.



Intermediate effects on policy changes and on enforcement of some of those policies would be needed, and then, of course, the ultimate outcomes in terms of youth tobacco use which might be assessed in terms of percentage ever using and percentage using currently, the percentage of youth susceptible to the initiation of tobacco use, as Tony's big SEM model showed, an important mediating variable for some of the effects to occur.  Exposure to secondhand smoke might be a secondary outcome that's worth looking at, and per capita sales of tobacco products at the community level.



That's all I have.  Like Tony said, Steve's going to tell us all the mistakes we've made.



DR. BROWN:  Thanks, Brian.  I'm a statistician at the University of Waterloo.  You can tell I'm from Canada by the spelling of "behavior" that continually gets corrected by Microsoft Word.



(Laughter.)



DR. BROWN:  I got involved in tobacco control back in 1979, I think it was, and it was basically a conversation in the hall between Alan Best who was working with Brian Flay who was at Waterloo at the time who had a question about how you would handle randomization of schools to treatment conditions and so 25 years later here we are and, as Tony said earlier, there's a long history of interventions with youth around tobacco, but we still are at a point where we have a lot more to learn about how to make it actually work.



Essentially, I think when we think about interventions, very often, we have to think about actually what is the actual intervention, and I think, as has been discussed, the intervention we're talking about is a comprehensive mix of policies and programs as that's thought to be the most effective way to reduce tobacco use with youth.



For example, there is some evidence that school-based programs on their own work best in conjunction with other efforts.  So they may in fact have limited effectiveness if they're not combined with media activities, by laws, or part of some larger communitywide intervention and that's why we're focusing on this multicomponent intervention.



An example out of Florida.  Statewide intervention that involved youth leadership in planning and implementing interventions in schools and communities and did have apparently a marked reduction in adolescent smoking rates, at least temporarily, until the funding was withdrawn.



But this is not like what we typically modeled in the early days.  Our randomized controlled trials of interventions with youth around trials of therapeutic agents, like drugs, but many of the tenets of these randomized controlled trials don't carry over particularly well to community trials, as people have talked about today.



In particular, the intervention is more than  just the agent.  Typically, it's more than just the program or the policy.  It has to include the provider, the setting, and the context, and it's very difficult, almost impossible, and probably not at all realistic to try to control some of these other factors, like provider setting and context.  We might as well just admit it, they're all part of the intervention themselves.



So some of the issues around these interventions, and it would apply both to the multiple baseline design and to the randomized controlled trial, that the intervention is a multifaceted mix of programs and policies with interventions taking place in many different settings at the same time.  So we may have interventions in schools, in stores, in the media, and interventions in larger political jurisdictions around issues like taxation or warning labels on tobacco packages and so on.



The key thing about any of these interventions is that they need champions at the local level if they are to succeed at all, even as part of an efficacy trial, but in particular if they're going to be continued after the research group leaves, there need to be champions who are empowered to actually do something about the problem once the researchers end their oftentimes considerable funding and leave the communities.



Another thing that Brian and Tony both mentioned as well, that communities need to be ready to intervene and there are different levels of readiness.  Some communities are gung-ho.  They have a very active program.  In our jurisdiction, we'd call the medical officer of health who is very keen on tobacco control and will rally the public health units to do tobacco control programming in communities.  Other communities have no such person and particularly if we think of extending these interventions to Third World countries, you'd have to wonder who are going to be the champions at the local level and will the communities be ready to intervene at all, particularly around an issue of tobacco control.



I think of some Third World countries, while we may think tobacco is a major problem they face, they may have many, many other problems which are much more important, and finally, the sustainability of interventions after the research team leaves is a critical issue around these interventions, as has been discussed before.  So we need to develop interventions which in fact will carry on after we leave and Tony's reference earlier to braided funding I think is an important initiative in this idea.



So around these intervention issues, on the randomized trial, again the idea would be that there would be a whole slate of intervention activities.  Communities might, for example, pick from a menu of activities they wanted to do with some guidance.  The trial may, of course, basically force them to do them all, they'll be part of the design, but the idea is that in the randomized trial communities would be implementing several activities simultaneously and that means they must be ready to do that, and I think randomized community trials, particularly if communities are just getting into tobacco control in a big way, it's a very daunting task to say not only do you have to intervene in schools, you have to intervene in stores, you have to intervene in trying to get local politicians to pass smoke-free public spaces, by laws, and so on and so on.



The other thing about randomized trial, and we worry about this a lot as researchers and the good question, I think it's been raised earlier, should we worry all about it. If we're intervening with this sort of menu of large numbers of activities, the best of all worlds that works, we wouldn't know which component actually worked, which components, how many of them do we need, can we drop one or two and make it easier to intervene.  We've got no information after the study's over about which of these work.



You can say maybe that doesn't matter.  It can matter in communities because very often communities do tend to pick and choose and without some information about which ones that they should pick or choose, they may end up picking ones that are less effective which would lead to problems.



Multiple baseline design, however, interventions are implemented one at a time in different settings, and this might be much more feasible to the individual communities, particularly if they're fairly early on in the whole process of intervening because they have to just tackle one intervention.  So they can get their feet wet by working on one particular thing before they move on to sort of a much more comprehensive program.



It does assume that effects are additive.  In other words, not so much if you find something that's effective, it will be effective when you combine it with something else, but rather the other way around, that if in fact something is not effective, that it will not be effective if combined, in combination, and we know that, as we mentioned earlier, there's some feeling that school-based programs are most effective when they are combined with other activities.  So the multiple baseline design could have you looking around for a long time to find effective school-based programs and then when in fact you're not.  You don't have the right setting.  So some of these programs may need to work with other components.



Let's look very quickly at a whole series of typical methodological issues that come about in trying to do studies.  Here's a whole bunch of them.  We'll go through them fairly quickly.  Many of these things have been discussed previously.



The first is just to talk about endpoints, particularly with the multiple-baseline design.  We're really not necessarily intervening to try to reduce adolescent tobacco use in the individual communities, but we're rather trying to change some of these variables along the pathway.  So we have a whole slew of things we could change just at the level of the individual child, knowledge, beliefs, values, attitudes, and intentions.



We might try to change experimentation.  We really would rather try to change regular smoking.  We would really rather try to make sure that that regular smoking change carries on until the person's an adult and ultimately that's what we really want to effect down at the end, is disease and death, and so we're forced basically to look at and pick out a suitable surrogate endpoint for the trial.



The reason why this is important is that in fact some of the earlier studies on smoking cessation and smoking prevention programs with children, we were able to find effects to the end of grade 8 that didn't carry on into high school.  So in some sense, we do need to look longer term I think at some of these endpoints.



We also need to measure process endpoints because we would like to look at some of the intervention components, particularly in the multiple-baseline design.  The randomized controlled trial design, of course, assesses these process and smoking data simultaneously, whereas a multiple-baseline design intervenes in stages and not all communities need to measure both process and smoking data, I think, as in Tony's example.



So once again, there's much less burden on the communities in the early stages of these multiple baseline designs because they're focusing on a single intervention and they really only in many cases might just be assessing process.



We have the old difficulty in the difference between the oftentimes research study and what will be funded in research studies and surveillance studies is that smoking measures with adolescents typically depend on self-report and research grant committees are often very leery of getting truthful responses from adolescents, so impose all sorts of other conditions, like gathering breath carbon monoxide or, perish the thought, any more saliva samples or this kind of thing, and so in fact the actual collection of the data on adolescents can be very complicated and very expensive around issues like smoking and I'm sure alcohol use and other health behaviors.



I think the current wisdom, and I know you'll correct me if I'm wrong, is that probably with adolescents, we don't need to worry so much about self-report, that in fact you do get relatively valid measures of smoking behavior.  We do need measures of process to monitor community activities, and we require again measurement of all facets of the interventions, particularly again with the randomized controlled trial, a potential issue.



We also need I think to really put the whole thing into perspective, some measures of setting and context factors because the impact or the effectiveness of interventions depends more on just the intervention itself, as we mentioned, but also the setting in which it takes place and the context in which the whole intervention is taking place in the broader community context, and so we really do need to find reliable measurement systems for these setting and contextual factors, such as programs and their implementation in schools, for example, policies and their enforcement. and broader environmental variables, like SES, and other measures that we might use to characterize the community.



We also need a commitment from communities to continually monitor these things and again, for the repeated baseline design, we need this, of course, a fair number of measurements across time, both pre and post intervention, and this requires a commitment from communities to do this monitoring and a commitment after the research team leaves in fact to do this monitoring.



As was mentioned earlier, it would be nice if we were having a discussion as well about analysis because there are lots of interesting analysis changes with variables at all sorts of different levels.



Inclusion/exclusion criteria.  Inclusion/exclusion criteria are based on community characteristics and the subjects in these studies are only indirectly recruited and this poses a potential problem in terms of recruitment of subjects because, particularly in school-based studies, the kids don't care at all about being in a smoking prevention study.  The schools might or they might not.  So we recruit the schools and then we recruit the students within the schools.



The purpose of the research and the benefits of the research are not necessarily a priority for the communities.  So we have this problem of trying to get community commitment to a research design, regardless of what it is, when that may not be the priority.  I remember a few years ago when Larry Green was in Canada and postulating this model of research where you try to get the community's involvement to tell you what the problem is they would really like research, participatory research and all this, we did it, went over to Stratford, which is a small community to the west of Waterloo, for a community meeting to try to get them to sort of help us develop interventions for adolescents around tobacco control and all they wanted to talk about was safe drinking water.  So it can be quite tricky to get the communities to buy into these kinds of interventions.



You need willing champions in the communities and you need researchers willing to work in communities and for anyone who's been involved in community research, you know it's quite a difficult, quite a time-consuming way to do research.  It's not the sort of research that many of our colleagues are willing to spend the time to do.  You can't actually do it in your office.  You have to go to the communities and talk to people at city council meetings and so on.



When you think about matching, the matched-pair trial requires communities to be matched on these characteristics.  Ideally, the community pairs should include wide variation in the expected outcome for generalizability.  So we really are looking for pairs in which the smoking rates are high and where the smoking rates are low and where the conditions are quite different on some of these matching variables.  So from a multicountry study, the RCT could easily take place across several studies with pairs chosen within the same country, but involving other studies, to look at the impact on different political jurisdiction situations where, for example, tax rates are different or labeling of packages are different or in general statewide or nationwide media campaigns might be different.



For the multiple-baseline design, I've created the cardinal sin, I realize that each community is used as its own control, but it does correct for a secular effect with staggered starts.  As Tony mentioned, you don't start each community at the same point in time.  So you do have some control for secular effects.



Typically, fewer communities are in each set.  That could limit the generalizability.  I guess you could choose communities in different countries to do repeated baseline design on because you are in fact comparing the community back to itself from the before and after intervention part, but typically it's relatively fewer communities I think that would be involved in the development of the intervention components.



Again, randomization, as mentioned, is typically at the level of the community.  It does require communities to be willing to be randomized and this is, of course, difficult.  Sometimes in some school-based studies, the schools will only agree to be involved if they end up in the control condition and sometimes communities are so gung-ho to go ahead, they're disappointed if they end up in the control condition.  So there is some oftentimes difficulty in getting communities to buy into the randomization.



Also, the randomized controlled trial does have a long duration and so communities in control conditions have to be willing to wait quite awhile potentially and this is often very difficult.  Suddenly, the medical officer of health changes and the community has changed its tobacco focus and it's very difficult to control that.



Blinding is, of course, typically very difficult in community trials and this would be true whether it's the randomized trial or the multiple-baseline trial.  It's difficult to blind participants.  It's impossible pretty much to blind providers, and we must recognize in all of this that there will be an effect to providers.  Some people will implement, some communities will implement the intervention better than others.



If you've got some sort of measure of fidelity to the intervention or the degree or the exposure to the intervention, the amount of the intervention which is actually delivered, it's important I think to have measures or some idea of that.  As we mentioned, difficult to maintain and control communities for these long trials.



Repeated baseline or the multiple-baseline design does give the promise of the intervention soon to the individual control communities and so in effect you're really just asking them to delay awhile while you develop the intervention in another community and the promise can be made that by the time it comes to them, it will be a stronger intervention and you might be able to get more buy-in from those kinds of communities.



The duration of the study I think is something which we haven't really talked about in a lot of these, and I think it's a very important thing with behavioral interventions.  For example, from the experience with smoking, early studies indicated that differences which appeared to be large at the end of grade 8 faded by the end of grade 12 without further intervention and so intervening to the end of grade 8 could reduce the number of smokers at the end of grade 8, but those differences had basically disappeared by the end of grade 12.



So it's important I think to think about longer-term duration follow-up to ensure that any gains that we see early on are maintained through the course of the trial, particularly after the research team leaves.  The difficulty with randomized trials is, of course, they can take a very, very long time.



The most famous randomized trial I think of a smoking intervention was the Hutchison trial, which took 15 years from start to finish.  By the time the trial had finished at the end of 15 years, probably the intervention, even if it had been successful, would not have been the intervention people would have chosen to apply.



So secular trends or changes across time can make research findings fairly obsolete when dealing with youth and so we need to find a way to sort of continually improve and monitor those interventions.



Finally, as was mentioned before, there really is a need to marry research evaluation and practice in order that the effective interventions can continue in communities after the research team and the research dollars have left.



The multiple-baseline design requires these multiple interventions in multiple communities followed by a comprehensive intervention in several communities to verify the results of this sort of multiple package.  Some of the interventions can be of a shorter duration, depending on the target.  Others will have to be longer.  For example, a retail program intervention may be relatively short.  The school-based curriculum intervention may take place over several years.



It's hard to know really what the right measure is.  Should we be looking at the same total time?  If we're looking for the same total time to both develop the interventions and combine them together and do them through the multiple-baseline design, the comprehensive intervention could be conducted for a much longer time with a randomized controlled trial from the beginning all the way through.  Both designs require sufficient lead time to bring the communities on board and follow-up to assess the sustainability of the intervention.



Finally, we've talked a little bit about longitudinal data or repeated cross-sectional data on individuals or process variables, and we also talked about surveillance systems.  One of the advantages of having decent surveillance systems in place is that repeated cross-sectional data could be available on adolescent smoking rates from existing surveys.  This, of course, would be maybe more difficult in Third World countries to be able to establish the consistency and funding to conduct these surveys, but such surveys are now being developed and do exist in these developing countries.



The difficulty, of course, with the standard surveillance surveys is getting sufficient sample sizes in the communities in the defined media markets and being able to link the responses from the surveillance surveys to the media markets, and unless the surveillance systems studies or surveillance systems are designed from the outset to have adequate sample size at potentially relatively small geographic units and the ability to link those things up, it would be difficult to use existing surveys.  The advantage, of course, is that it does give us a way of collecting roughly comparable data across different political jurisdictions.



That's all I have to say.



(Applause.)



MR. CHAPEL:  I think we know the drill by now.  Questions first for clarity and then just open it up for questions of the working group, what they've proposed, questions about why they chose what they did.



Larry?



DR. GREEN:  Steve, one of your points on blocking and stratification is community pairs should include wide variation in expected outcome for generalizability.  What's the tradeoff in that with other considerations, including internal validity, when you start out with wide variability?



DR. BROWN:  Well, what I meant by that was two communities within a pair should be similar, of course, but the pairs should be different in order to obtain the generalizability.  If the communities that you're matching are all similar to begin with, you probably don't need to do the matching.  You might as well just randomize them unmatched and save degrees of freedom.



So I think typically the pairing does two things.  It puts together communities that are similar, so that in fact differences between them can be more readily attributed to the intervention, but it also allows for a generalizability if in fact you've got a wide spectrum of communities.  So I think there's the two parts to it.



MR. CHAPEL:  Marshall?



DR. CHIN:  I was intrigued by the sequence of slides that Tony had about melding real world practice with scientific evaluation, and it's the challenge of translational research, trying to make change occur at the real world practice, and I think in some ways that you may be trying to think about four different domains in which to think about it.



So one might be sort of it needs to be fast.  It needs to be able to make quick change.  It needs to be scientifically rigorous.  It needs to be individualized.  You suggested a number of different possible ways that you might get at that.  So one was sort of prior studies to develop an intervention that gets sort of visited.  Another might be sort of doing the intervention which is a process itself, like a continuous quality improvement process, so it's a process I think you can look at what was individually done.



The third one you mentioned was sort of the time-series way, developing the intervention over time and then implementing it, and I'm wondering, if you're thinking about those four criteria, about like timeliness, ability to change, rigor, and individualization.  If you're going to say a bit more about how you might extend that into practice, that each of those different methods seems to have tradeoffs regarding those four different domains.



In a sense, it's also the Holy Grail to try to come up with something that will be sort of convincing to business managers and policymakers in terms of actual change, but also convincing the scientific community that we would like to have sort of rigorous evaluation.



DR. BIGLAN:  Well, as you say that, I'm thinking that in a sense, I guess I'm a pragmatist, and I see any design as a matter of pragmatics in terms of trying to have some demonstrable effect on a public health outcome.



The other thing that occurs to me is that scientists typically think about these issues in terms of

‑‑ well, the way I guess I've always thought about it was we're going to do all these randomized trials.  I mean, 20 years ago, this was very clear.  We'll do these randomized trials and we'll show what works and then they'll use it, right, and now, of course, we know that they don't use it.



But I still don't think we particularly think about the possibility that the public health infrastructure is evolving in directions that there's better surveillance, there's better clarity about what risk and protective factors need to be targeted.  Some things that used to be risk factors are now targets for outcome and that as we build those systems, we will be working with communities and states to try and lower a particular public health outcome as part of their effort to do that, and it will have to be fairly flexible in terms of what kind of designs we use.



I'm not suggesting that we only use multiple-baseline designs, but I think there are a variety of circumstances in which it may be helpful.  I don't think I've really responded adequately to your question, but that's the best I can say at this point.



DR. CHIN:  Maybe the analogy is with hospital medicine.  You have sort of an academic researcher doing sort of an academic NIH quality research project versus the majority of (inaudible), the same tradeoffs.



DR. BIGLAN:  Right.



DR. CHIN:  What a manager will take action on versus the long-time (inaudible) and academic approach.  I don't know if it's been mentioned, but sometimes it's very tricky if you pose a question thinking about (inaudible) been made and trying to blend the best of both worlds and try to come up with something.



DR. BIGLAN:  Well, you know, you say that and I think about services research.  I was sorry that it didn't get moved over into the regular NIH review.  One of the reasons was that I think that the tendency has been to think that in these big systems, you couldn't possibly do an experimental evaluation.



I think a lot of people have given examples today where, well, maybe you can't do a randomized trial, although I wouldn't rule it out, but there may be possibilities in which you can get a good measure of the practice that the providers are engaging in at a particular hospital and intervene to try and change those practices and that I think naturally could be done in a multiple-baseline design where you'd start with any damn thing you could think that might change those practices and you keep trying things until you got somewhere and now you're ready to go on to other places.



But I'll just say one other thing.  I published this paper in Prevention Science on the use of these kinds of designs and about a year later, a colleague at the Oregon Social Learning Center said he just submitted a grant proposal to NIH on it, and I went, oh, my God, what have I done?  I don't have any confidence that there are review committees that are ready to approve these kinds of designs.  I think that's an issue that maybe this conference will affect.



DR. JEFFERY:  I wanted to ask a pretty broad question to the tobacco researchers.  In some respects, you guys are trendsetters in that you've participated in a very successful movement over a period of a couple of decades in which you've done a lot of research on tobacco youth prevention and a lot of public health policy has been enacted, and now we're looking at tobacco rates, smoking rates that are half what they were 20 years ago.



Have you learned any lessons about the relationship between research findings and the enactment of public health policy that would be informative to those of us who are looking at more recent public health developments that would be of help to us?



DR. BROWN:  I'll say one thing that has always been curious.  There's been a well-known relationship between taxation and cigarette consumption.  It's been known for many, many years and yet the policymakers are very slow to use taxation as a way of reducing consumption and thereby cut health costs.



So I don't think I know anything about how to influence public policy.  If you can't do it on something that's as obvious as that, it's hard for me to see how you do it more broadly.  I think what's happened in my experience in our country, at least, that it's been a long tough ‑‑ I think it's the same here, I'm sure.  It's a tough slog by very dedicated people who have pushed and pushed and pushed to have whatever initiatives are in place in place.



So in Canada now, we have labels, for example, that cover half the package, a warning label, graphic warning labels with horrible pictures on them, advertising bans and so on, but it's been a long slow process.



DR. GREEN:  I think the answer to your question, Bob, has to be approached in terms of two different types of policy and two different levels.  Policy that requires legislative action is much more likely to be responsive to the evidence and be able to carry the day with evidence, especially since our evidence is never conclusive, if it's used at the local level than if it's used at the state or federal level, for the simple reason that the tobacco industry can beat it back.  They have the critical mass to fight it at the state and national levels.



There was a point in time when the statistic was something like 90 percent of the ordinances that were proposed at the local level passed.  Ninety percent of the laws that were proposed at the state and federal level did not pass.



The other thing about levels or types of policies is that legislators, especially at the national and state level, are hard to influence with evidence, but policymakers within the bureaucracy use evidence very effectively, and I think the example that was most persuasive to me in tobacco was the work that Terry and others were doing in the Office of Smoking and Health when I arrived in analyzing the experience of California and Massachusetts and packaging that as best practices for comprehensive state programs.



It came at a time when the states were very responsive to that information because they had all this master settlement money coming as a windfall, but they were much more responsive to data from other states than they were to data from randomized trials in more limited situations.  So level of policy input, type of policy, and the type of data you bring to them.



MR. CHAPEL:  Carol?



DR. MANGIONE:  The multiple-baseline approach for intervention development adds components until you start to see a robust effect size.  Now, it's possible, and this came up in the third talk a little bit, that the whole is greater than the sum of the parts.  So if you did the first thing and didn't have a significant change, added the second thing, now your P value is .1, added the third thing and now you're at statistical significance and you're at a policy significant amount of change, why would you feel that you now need to tear it down and test the component parts?  Don't you have the evidence from the development that the components individually didn't work very well?



DR. BIGLAN:  Well, I'm sure somebody could construct an argument to the contrary.  There are a couple of things I was going to say about that.  It's not necessarily the case that you would add components.  Let's say that you're concerned about a media campaign and you're trying to reach adolescents with that media campaign.  Your first dependent variable is just reach and frequency.  So you might have a campaign that you find has very low reach and frequency and so you would simply retool that campaign.  You'd try something different, maybe a different medium, maybe a different set of messages, whatever.



So there, I was talking about simply figuring out, tinkering, if you will, with the independent variable until you got something that's reliable and then go on to the next community.  So if you replicate and you begin with what you ended up with in the first community, then what you go into the second community with is something that's reasonably well defined and doesn't have all the false starts that you had in the first community.



So now, if you replicate that in the second community, you have some confidence that that is in fact the independent variable that affected the dependent variable and then you can replicate in subsequent communities.  I think that only gets at one aspect of what you said, however.



DR. MANGIONE:  I mean, I think the other thing, though, that cut across a lot of the presentations is the multifaceted approaches.  There was kind of the message that if you use the multifaceted approach, that it's important to know how the different facets actually affect the endpoint of interest.



DR. BIGLAN:  Well, of course, the problem with randomized trials is, certainly in tobacco control, we don't know which components.  We did one where we had four components, one of which was this access reduction.  We had an impact on smoking, but we don't know which component had an effect.



I think you have the same problem, though.  The last slide I showed with multiple components in a multiple-baseline design, you're still not going to know which of those were the active ingredients if you're getting an effect on prevalence.  You will be able to assess the impact of the components on their proximal dependent variables, like reach and frequency and susceptibility or parents and kids talking.



DR. MANGIONE:  Yes.  So it is just the drive to be cost-effective in the next community that makes you want to know which components matter?  I mean, why does it matter?  I mean, if you know the whole package works together as a package, why not then just disseminate the package?



DR. BIGLAN:  Well, I suppose it would be more efficient to have lower cost interventions.  I mean, somebody will certainly want to know that.  That might not be my next move.  Brian?



DR. FLAY:  I think we were supposed to be operating on the assumption that the components that we were going to use we knew could work, and when Tony's introducing one component into one community first, his question is not can access reduction reduce smoking.  His question is what is the best way, what do we have to do to get access reduction to happen in a real life community?

So he's playing with how to make that happen before he goes into the second community, not with the question of will access reduction change smoking levels.



Now, I would raise the question should we be using any of these designs when that's the question?  So in the diabetes area, you know that increasing exercise and changing diet can reduce diabetes.  The parallel question for you then is when we go into a community, what do we need to do to ensure that we get increased exercise?  There are multiple ways you can do that, and then my question is what's the appropriate design for answering that question?  It could be any number of designs that may not be randomized trials, may not be your kind of design but could be, but maybe on a smaller scales than you would do.



MR. CHAPEL:  Peter, and then Rob.



DR. BRISS:  My group tries to struggle with that question all the time.  So some people are perfectly comfortable making the argument that you made which is we know that the three things together works and you should just disseminate the package and some people can take that.



Many people out in the real world say I don't have the resources to run three things at the same time and the question that I really need you to answer for me is what's the least I can do that will still be effective.  That's a very, very important practice question for a lot of places.



DR. FLAY:  In the smoking area, you could get an estimate of the effect size if you only do access reduction or only do a school-based program or only do a mass media program, based on existing literature.



MR. CHAPEL:  Rob?



DR. SANSON-FISHER:  I was just wanting to follow up with a comment that Steve made about multiple-baseline being where you added components in.  I mean, I'm not sure that that was what Tony was arguing and I wouldn't have thought that multiple-baseline depends upon that.  You could obviously have a mission-oriented approach and your multiple-baseline.  It's not necessarily additive.  It just gives you that increased strength if you wish it.



As I indicated this morning, I rarely think of using with some of the more difficult things, like alcohol, the component process because it's just so hard to shift and you're wanting to go for the synergistic effects, potential synergistic effects.



MR. CHAPEL:  Terry?



DR. PECHACEK:  To add a very practical example, what did we learn from tobacco?  If we look at the large states, California started their program, the initiative was passed in '88, the programs really got off the ground by about early 1990, after about a year start-up.  Then about three years later, Massachusetts comes on line.  About three years later, Arizona comes on line.  Another year later, Oregon comes on line.  A year later, Florida comes on line.



Each of those programs were doing the same thing but differently, and each one of them was in a multibaseline, not a planned multibaseline, but in a practical sense saying hey, what did you do, how does that apply to my state, to my demographics, to my geography, and to my budget, and was adapting.



After that series, we pulled it together into best practices, because actually what best practices was was sitting down with Massachusetts, sitting down with Arizona as they learned from California, sitting down particularly with Oregon.  Oregon and Florida were the two at the end of that process and basically what they did was they sat down with all of those prior states and said now what did you actually do, what worked well, what didn't work as well, what will work in my state, what would you recommend that, based upon your three years or five years of experience, you would do better, and that is that iterative process.



For example, how to deal with schools was a key example of what changed across those states, how to integrate schools into the mix, and by the time we got to Oregon and Florida, there was a very clear answer to that that had been worked out.



Similarly, how do you use media most effectively for youth prevention?  The Truth Campaign in  Florida evolved out of California, that sequence of states, and so we had the highest impact I think in terms of the youth impact media campaign evolved based upon that practical learning experience.  So that, the impact of integrating schools, community, youth mobilization, and media by the time it got to Florida was quite a bit different, in fact substantially different.  All those same components were in California and Massachusetts.  How they were integrated and packaged into a whole was quite a bit different by Florida in '98 than California in 1990 or Massachusetts in 1993 and so it's a very practical example of what we're talking about of the evolution of the integration of components.



MR. CHAPEL:  We have time for one or two more questions.  Venkat?



DR. NARAYAN:  I want to come back to the question that Carol asked about having several components. In the finished diabetes prevention study, Jaco actually analyzed some of that.  I mean, they had five components of lifestyle intervention and after doing a total analysis, he broke down the five components and found two things.



Number 1, there was a linear effect.  In other words, if you had two components instead of one, it was double the effect.  If you had three, you had three times the effect, et cetera, and also none of the components modified the behavior of the other components.  Those two are very useful when it comes to policy and practice because, like Peter said, if it's a low-result situation, they can choose the one component that they can do or the two components that they can do, and also you're not falling into the trap of needing all five components, unless if there was an interactive effect, then you would have to implement all of them together.  So I think it adds some information.



DR. BUCHNER:  I guess I would like to repackage Peter's comment a little bit, because I think it has an implication that might be brought out, and that is, we generally think that we first want to find some effect and then, once we find that, then we become interested in the dose/response.



But really from the standpoint perhaps of the customer of the research, they're interested in dose/response maybe from the very start and that dose/response studies, such as ACT, which I thought was very provocative in its conclusion that there was really no dose/response in the amount of effort you gave to promoting physical activity clinically really can provide useful information early on as well as late on.



We have seen a series, I think, of really two-group studies and we might think a little more about what three-or-four-group dose/response studies would look like and whether we would be satisfied with tests for trend across groups as evidence that the intervention is effective.



MR. CHAPEL:  Peter?



DR. BRISS:  This raises a whole other issue.  This is an interesting discussion that I don't think we've had yet.  I sort of think that research on this kind of stuff would be ‑‑ this is another thing about stage of research, and I think that there often the questions change over time in a way that our funding agencies don't often recognize, and so you often see people do the same sort of effectiveness study many times when maybe the question should really be evolving from once you demonstrate effectiveness, you might want to move on to other questions, like what's the minimum number of components that I can use and still be effective or what's the most cost-effective combination or those kind of questions.  I don't think we're as good as we could be about evolving those questions over time.



PARTICIPANT:  Just a quick follow-up comment to that.  Bob Correll talks about a MINC, minimal intervention needed for change, and I tell you, as we watched the tobacco control infrastructure deconstruct, we desperately need to know what are the minimal interventions needed to continue change, sustain change, and so it's not an academic concern with what components worked.



My question is to you, Tony, and that is that I think the intervention, a big part of the intervention that you shared with us, with the interrupted time-series design involves something that Marshall Chin got at and it's the CQI process itself and talk about funding challenges and evaluation challenges.  It's not necessarily the case that the intervention perfected in School 1 will work as well in School 2 or that the one further refined in School 2 will work in School 3 which has a different set of contextual variables, populations, needs, et cetera.



So it's interesting to pull back a step further and ask what are the core components of that CQI process, that process of figuring out in each school continuous quality improvement or in each church or in each community what set of interventions will be most effective there and most sustainable there.



What are your thoughts about studying that process itself?



DR. BIGLAN:  Well, I don't really have an answer, other than to say that if you have good measurement of the dependent variable and you think this will replicate, gee, it worked in Wyoming, now you go to Wisconsin, it didn't work in Wisconsin.  What's the difference?  So you start scratching your head and trying things that you think will make the change in that intervention that will make it successful there.



One of the first things I ever read on this is a book by Murray Sidman which is all about animal research, but it's a very delightful description of these things, and if you look at what was learned about the way in which reinforcement works, it's exactly how they did it.  They went to this new situation.  They changed some variable and it didn't work and so they stopped and tinkered with it.



So I don't have an answer to how you get there, but I think this is a strategy where, if you have your eyes on the dependent variable at all times, you're going to find out whether or not it's replicable in this kind of community and when it isn't, you'll say okay, how can we change these things?  I think you're right.  It is continuous quality improvement and again that makes a lot of sense if we're evolving the infrastructure of public health in this country.



MR. CHAPEL:  Rob?



DR. SANSON-FISHER:  I'd just like to comment on the notion of stages of research which is an appealing model, but as I previously mentioned this morning, we've taken all international publications in the areas that I mentioned, cervical, smoking, et cetera, and we looked at it in 1983, looked at it in 1993, and again just recently in those areas, and we classified each of the publications as either concerned with measurement, descriptive research, or intervention research, or dissemination; that is, taking something which is efficacious and applying it.



I found it really disturbing that in each of those areas, in each of those years that I've mentioned, about somewhere between 83 to 95 percent of all publications remained descriptive; that is, there was a phenomena operating as far as I can tell since it went across areas and our knowledge in certain areas is different from our knowledge in smoking and so on.



But it stayed the same in terms of publications, suggesting that we as researchers are controlled by factors, such as tenure, publication rates, academic advancement, and funding, which encourages us towards descriptive research and away from intervention research.



So when we talk about the stages, I think it's not unreasonable to remember that we're part of that process and that we are not actually contributing to the causal side as much as we can.  That's why I believe the development of alternative designs is so important.



DR. BRISS:  Peter Briss.  I have a follow-up to that.  It strikes me that that could be an example of what I was talking about.  You'll often see in a lot of things that we review, you see the same study being done over and over again at whatever stage a subject matter is.  So we've also done reviews in areas where there have been as much as 100 years of descriptive studies and no intervention work and so I consider that to be stuck.



MR. CHAPEL:  Let's let the group respond to that.



DR. BIGLAN:  Well, just related to that, I think we also need to recognize that when we turn to the question of changing the practices of an organization, like a school or a hospital or a community, it also is going to take a bigger team of people to do it of both different skills and just more people because you're dealing with more entities.



If we're at Stage 4 in the Cullen and Greenwald thing, which I've argued you go back to Stage 1 and do it on the larger social unit, it's going to take teams of people to do it.



DR. FLAY:  And I would argue that when you're trying to move from efficacy to effectiveness, that you have to go back to Stage 1 with the effectiveness questions, so you could do all those phases related to efficacy and related to dissemination and measurement.



But part of this issue of so many descriptive studies may be a publication issue.  I mean, we get funding to do an intervention trial and we might publish 10 papers or 15 papers off of that funding and some of them are descriptive and one or two them are about the intervention results.



MR. CHAPEL:  Steve?



DR. BROWN:  I was just going to say, when you talk about changing organizations like schools, I mentioned it earlier, I think it's important to know what we need to measure in order that it will have an impact.  Smoking rates at the level of the school might or might not be the kind of thing that moves a school to implement a smoking program.



We've got a thing in place now whereby we gather four page questionnaire on schools and we turned out a report back to the school, feedback report that indicates where they're at with respect to prevention and local norms and suggests programs to help them improve.  We think this is a wonderful idea.  Do the schools think it's a wonderful idea?  Well, one or two of them do, but a lot of them don't seem to care.



I suspect if we could convince them that introducing a smoking prevention program would reduce the number of incidents of bullying in the schoolyard that they'd be much more likely to take on smoking prevention.  So I think we need to understand what information these organizations need to know in order to make something happen, and I don't think as researchers we're very good at that actually.



DR. FLAY:  If we showed them that improved behavior also improved academic achievement.



DR. BROWN:  That's right.  That would do it, too.



MR. CHAPEL:  Let's have a hand for this group.



(Applause.)



MR. CHAPEL:  Larry?



DR. GREEN:  Another great pleasure for me, introducing Tom Cook.  Tom holds the Joan and Serepta Harrison Chair in Ethics and Justice at Northwestern University, where he's also Professor of Sociology, Psychology, Education, and Social Policy, and a Fellow of the Institute for Policy Research.



Sounds like a dilettante, Tom.



(Laughter.)



DR. GREEN:  He writes widely on experimental and quasi-experimental designs for health and non-health research and if you've missed some of that, we've reproduced some of it under the tab Study Designs and the tab on Program Materials and under the appendices under Glossary and Bibliography.  So follow his trail.



He's written or co-written 10 books and over 200 articles and chapters.  He's served on numerous editorial boards and dozens of national advisory committees, and it's been my pleasure to serve with him on a couple of those and inevitably I've come away feeling enriched by his ability to cut through and to comment cogently and often very tersely on the issues at hand.



He's a Fellow of the American Academy of Arts and Sciences and he's the Margaret Mead Fellow of the American Academy of Political and Social Sciences.



Tom, I sure hope you can make something of all of this.



DR. COOK:  I'll try.  It's a great pleasure to be here.



We all of us have some memories that are indelibly etched into our minds, and one of them that I keep revisiting is a memory of an event that happened at the annual association of the cardiologists about 15 or 16 years ago in Santa Fe.  They did a plenary session on community-based trials that were to be evaluated using quasi-experimental methods.



There were three speakers.  The first one was Jack Farquar, who talked about his Stanford experiences.  The second one was Russ Luepker and Henry Blackburn, who talked about the Minnesota Heart Healthy experience, and I was the third person and I was to talk about ways that quasi-experimental designs could be marginally improved to help causal inference because they were community-based trials with very few communities.



At the end of these three presentations, Claude Lenfant got up and said, and I'll never ever forget this, he said, in essence, and he was more diplomatic than the words I am going to use, he said, "I don't like this at all.  It's a bunch of junk."  He said, "I don't like it because there are all the bias issues that random assignment alone can get rid of, there are issues of statistical power because of the small number of communities involved with all these studies, and there are issues of heterogeneity and implementation of the activities within any one community because not everybody felt any of these components of these very multivariate interventions were relevant to them and their needs, and so there was great heterogeneity in the take-up and exposure to all the community intervention components."



They also had, incidentally afterwards, that these interventions were so expensive, he was getting a lot of political heat because they were consuming a large part of the budget that might have gone to other people.  That was not stated in public and may not have been an important reason.



He gave these three reasons:  bias, power, heterogeneity of implementation, and he proposed instead that the model should be one in which individuals with clearly identified risk factors should be randomly assigned to interventions that were located in communities.  So the unit of assignment should be the individual and the population of interest should be the population with identified risk factors and not the whole community at large.



Now, that moment is indelibly etched in my mind because Henry, Russ, Jack and I just felt like going out and committing suicide, of course, and in thinking about it, several objections can be raised to what Claude Lenfant, enfant terrible, had to say.



(Laughter.)



DR. COOK:  He's now retired, right?



(Laughter.)



DR. COOK:  Otherwise, I might not be saying this right now.  But I've never had a federal grant, so it's okay for me.



The first issue is the issue of throwing out the baby with the bath water.  I mean, we target entire communities in part because we have these beliefs, perhaps romantic, in these presumed multiplier mechanisms.  By targeting an entire community, we hope to change the norms in that community and those changed norms might influence the next generation of people who move into the community.



Also, by targeting the entire community, we hope to invigorate the social networks in which individuals are embedded, so that there's a presumption of a theoretical mechanism that's more than the sum of the individuals who have been reached by that.  It's a process that has interested sociologists for a long period of time.  Community influences are more than the sum of the individual influences in part through normative mechanisms, in part through network mechanisms.



This is grist for the sociological mill.  If you believe in this kind of an approach, it says that there's an intrinsic theoretical necessity for communities to be the unit of assignment, that you cannot do it through having individuals as the unit of assignment.



Also, we know from the natural experiments we've heard about that they just happen in communities and at the community level and one wants to know the effect of them, which is another rational for looking at communities as the unit of assignment, or the unit of analysis at least in the natural case.



It's also the fact that if we randomly assign individuals sometimes, there really is communication between them, contamination of the interventions.  So there are construct validity problems, which then forces us to go to higher levels of aggregations, including the community, to get around this technical issue.  So there are multiple rationales for looking at the community as the unit of intervention.




Also, though this is not quite Claude's point, if you have a small number of communities, in part because of the cost of intervention at the community level, if you were to intervene randomly instead of intervene at the quasi-experiment, there's no reason why that should lead to any of the power problems he talked about.  There will still be very small number of communities, and there's no presumption that the quality of implementation, which he also worried about, should be lower because something is a randomized experiment than it is a quasi-experiment.



So of his objections, the one that really stands out, apart from the political objection that these things can consume so much of the budget and so people are on my back, is the objection about bias in the causal inference drawn.



Now, we all know that random assignment is in theory the best way of facilitating causal inferences because of the kind of counterfactual created through random assignment.  The selection process into treatment and control is fully known, and these groups are probablistically equivalent.



So in theory, we hypothesize the randomized experiment in those situations where we are very sure that the quality of the causal inference is the main thing we're interested in in our study design.



Now, in practice, especially in complex field settings, the random assignment can't quite live up to the gold standard label put on it correctly in theory and that's because, as we all know, there are no free lunches in methodology and the randomized experiment's efficacy depends upon a large number of assumptions.  We know these, but they're worth repeating.



First, that a correct random assignment procedure was chosen.  We can usually deal with that, but there are salient cases where that didn't happen.  Secondly, we have to worry about being correctly implemented.  Thirdly, we have to worry about sample size issues, given it's a large sample procedure, and in many cases small samples are assigned.



Then we really have to worry about differential attrition from the various groups in the study.  Then we have to worry about the issues of contamination between one treatment group and another group and then, though it's not really an issue of causation directly, we have to worry about the fact that consent processes require very often that we can make a good causal inference about a population that may be of minimal relevance to us or not as relevant as we want it to be.



So random assignment's effectiveness in practice depends upon those six assumptions being met, and if you've looked carefully at many randomized experiments implemented across multiple sectors in the real world, there is often some question, particularly about issues of differential attrition, sample size, contamination, and whether the population to which you can generalize is the one you want.



So in practice, not theory, in practice as implemented in the real world, it's sort of more like a brass standard than a gold standard.



(Laughter.)



DR. COOK:  The issue is then is it better than the alternatives?  Which alternatives?  I'm going to leave that for a minute because that's what I want to close with, but you can see that the rationale for random assignment has to be it's better, even when it's imperfectly implemented, than its alternatives, including the very best of the alternatives.  That's the rationale for it and it's a fuzzy rationale.  It's not a clean rationale in practice like it's a clean rationale in theory.



Now, let's assume for a minute that random assignment is generally better even in real world practice.  What can we do to improve it when we have communities as the unit of assignment?



Well, power is a big issue.  I mean, Claude Lenfant was absolutely right.  The first thing we've got to do is fight to increase the sample size of communities, fight for that, because as we learned today and it's clear, any small increase in the number of communities starting from a small base rate makes a great difference to power.  So more and more the better, and fight for it.



But also, we have to realize that sometimes there's only a small number of communities in the study because of the cost of implementing the intervention much more than the costs of measurement in the treatment and control groups.



Now, that leads to an insight that Les Kish had about these kinds of studies, which is that if the costs of measurement are relatively low, there is no real reason why there should be balance in the design and that the number of treatment communities should be the same as the control communities.  Why not have many more control communities than treatment communities to increase power?  Now, when you get that imbalance, there are certain power losses, but the gain from the number of cases is surely going to be greater than the loss due to the imbalance.



Also, Howard Bloom, in the context of school-based interventions, has done a lot of work recently on what covariates do in group-level random assignment studies.



There's obviously going to be some loss in degrees of freedom through covariates, but if you choose covariates carefully so that they are not really correlated with each other very much but are highly correlated with the outcome ‑‑ and remember these are aggregated variables, so there's no individual level unreliability ‑‑ these turned out to be in school studies when the outcome is achievement gains, they turn out to be highly, highly correlated.  So there's a big gain.



His claim, and he shows it in a number of simulations and a number of re-analyses of real data, is he gets the power at the school level to be the same as the power at the individual level because some of these covariates are very, very, very strongly related to the outcome.  So you have to think very hard about using covariates and whether the gain from those at the higher- order level will likely to be much better than the loss due to a few degrees of freedom.



Also, we have to think through very much this issue raised today of when we are justified in community-based studies of effectiveness in stopping the study when we have shown that implementation quality is high or when we've shown that intermediate outcomes are affected rather than ultimate outcomes.



Now, when there's been a number of high quality efficacy studies, when there's a real reason to believe that the intermediate outcomes really are related quite strongly to the ultimate outcome and not based on one study and a few probes, then I think it's justified to stop it there and expected effect size is always larger in these linear stochastic flows from implementation to immediate outcomes to ultimate outcomes, and that obviously has power implications.  So there are a few things we can do to randomized experiments at the community level to increase the power.



Now, implementation quality is a big issue because the essence of an effectiveness study is one has to let the implementation quality vary as it would in the real world.  In the real world, of course, we have in some domains monitoring systems in the real world, so we have to make sure that in our effectiveness studies that the quality of our monitoring systems in our studies at least reach the level that we want to generalize to it in the real world afterwards.



It's not a case of just letting anything go.  Anything has to go in a way that mirrors how it would be implemented in the real world later when brought to scale.  So one has to think carefully in planning this study about what level of implementation would be expected in an effectiveness study to make sure that that quality of implementation is caught in your effectiveness study.



Also, we need to think hard about whether there's anything to be gained from the new literature in statistics and econometrics about the use of random assignment as an instrumental variable.  At the individual level, a group of people, mostly led by Angrist Imbrens and Donald Rubin, are studying the question of the relationship between random assignment, variation in the treatment ‑‑ so how well it's implemented ‑‑ and then the outcome.



I'm not a fan at all of instrumental variable approaches, but the one case where it makes sense is when random assignment is itself the instrument.  It's the instrument for then examining what's the effect of the variation in implementation quality on the outcome using random assignment as the instrument.



Now, that literature is developing very quickly.  There's a famous 1996 JASA paper.  Since then, they've generalized it to looking at continuous variables, sort of a parametric study instead of a 1-0 treatment control, and I hope that somebody is going to help them work through what are the complications of that when you do it in a community level instead of an individual level.



But anyway, what I am doing is that we need to do randomized experiments, if we possibly can, as our first choice, provided we're not doing them prematurely.  There are many of them done before they should be because one needs to be pretty sure of implementation quality before you mount a randomized experiment.  But randomized experiments are not always possible, they're not always desirable, and quasi-experiments will always be needed.



Now, I wish the term "quasi-experiment" did not exist.  I mean, it pays my mortgage.  So in a sense, I love it.  But as a scholar, I think it's a terrible, terrible concept.



Why?  Because it's so general and superordinate that beneath it are lots and lots of different quasi-experimental designs and ways of creating quasi-experimental designs that vary enormously in quality.  So the issue is how well does the real world-implemented randomized experiment which is a brass standard do relative to what?



Now, we know from theory that relative to the regression discontinuity design, the random assignment study has no advantages with respect to bias.  It has advantages with respect to statistical power, but not with respect to bias.  It's the only other unbiased assignment.  We know because the selection process into which communities get the intervention or not is completely known and it's known on the basis of the fallible assignment variable that gets people into conditions, and the essence of the randomized experiment is it works so well because the selection process is completely known.



That's the high-order principle.  It's not because the groups are equivalent.  Any time you perfectly know the selection process, it's easy to model it.  Not a problem.



The regression discontinuity design is now being in a number of areas reinvented and used a lot.  In Mexico for Progressa, for the first part of Progressa, they randomly assigned eligible families in village to conditions.  So it's a random assignment with villages as the unit of analysis.  Then they also had a regression discontinuity within villages because there's a certain product point in material circumstances such that you then got this money, this nutritional enhancement, and you got the payments to keep your kids out of the school.  That was a treatment and only if you met certain material standards did you get ‑‑ sorry.  I'm drifting from the microphone.  I hope we're not drifting intellectually, too.



(Laughter.)



DR. COOK:  So only if you met those eligibility criteria did you get exposure to this three-component Progressa.  So Progressa was evaluated originally both as a randomized experiment with villages as a unit of assignment and at the individual level with the regression discontinuity design within villages.



But the rollout of Progressa throughout Mexico, or throughout rural Mexico, then proceeded with villages being ranked nationally on two separate years with respect to their material wealth, and then villages that were the most poor in the rest of rural Mexico got Progressa and those that didn't did not get it.



So there was a regression discontinuity design with villages as a unit of analysis and it's rolling on right now in Mexico.  It's one of the most significant health interventions that I know of or at least most significant total welfare experiments I know of because it combines education, income support, and health components.



Now, the regression discontinuity design is clearly the best alternative to the randomized experiment.  You can show it.  It's been reinvented in various fields again and again and again.  Somebody says eureka, I solved the selection problem, and they sure have for a very, very, very special circumstance that we should take advantage of.



I don't know of any regression discontinuity studies in health.  I know of them in health policy.  Medicare, Medicaid.  Medicaid was evaluated in terms of regression discontinuity design in terms of its effects on exposure to doctor visits because there was an income eligibility criteria for Medicaid, such that if you scored below it, you were eligible, and if you scored above it, you weren't eligible.  So one of the classic studies was done in the health policy area like this.



The next design that we sort of list in our hierarchy of design elements in terms of quality is, of course, the interrupted time-series, which is very, very useful if you have a known onset of an intervention and if you expect an abrupt response to that intervention or if you have a theory that says the results should come nine months later, for example, as in the classic studies of the effects of electricity failure on births, nine months later.



The interrupted time-series is something that helps us really work through maturation and statistical regression as alternative interpretations.  The interrupted time-series and regression discontinuity in a sense work at the layman level because of the specificity of the causal hypothesis.  The interrupted time-series says the effects onset should be at this time in the time continuum and not at some other time.  Regression discontinuity says the effects should come at this point on the assignment criteria, the cutoff point, and nowhere else.  So it's the specificity of the causal hypothesis which is one way of thinking about the value of these two designs.



Now, we also in the quasi-experimental field think that another design element that's important is the quality of the match that you construct.  Obviously, you want to construct a match on independent correlates of the outcome and several stable ones of them.  Stable is very important.  I always match on multiple prior years, so you're not subject to all these blips.  So I always do multiyear or multitime matching with multiple variables going into the matching, and there's another way, much as in the individual level, is in using propensity score match.  The important thing is the quality of the match and not just to say match.



There's also in this sort of hierarchy of ‑‑ and the quality of the match, of course, is to recreate the logic of the randomized experiment to get the best approximation to the counterfactual.  That's not the same rationale for the interrupted time-series and not the same rationale for regression discontinuity.



There's also the issue of having multiple control groups and one need not think of a single control group, and I like to design studies where you have multiple groups that bracket, if you can't match, that bracket the treatment groups, some doing better, some doing worse.  So if each treatment group have multiple controls, they bracket in the direction of presumed bias from the pretest what's going on in the treatment group.



Then we have this design principle of treatment repetition.  We see this repeating the treatment in different groups at different times.  We heard about the staggered implementation design, the multiple baseline design.  It's sometimes called the switch and replications design, which is this notion that the treatment is introduced at different known times under control of the experimenters.  So you can see where the onset of the response occurs at different planned times in the different groups of units that get the intervention, which makes history a much less plausible alternative interpretation.  So this is a very important principle, and it applies not just in the behavior modification world, but there are lots of examples of it in community-based studies.



Then another principle is the principle of outcome patent matching.  If we want to study the effects of the introduction of television into communities on library book circulation, let's say, we know that television is mostly about fictional worlds.  You can't look to television to learn about some facts in the world.  So it is a functional equivalent of taking fiction books out of the library, not fact books.



So you could show that when television is introduced into communities, there's a drop in the circulation of fiction books from libraries, but there's no drop in the circulation of fact books, yet most other interpretations, alternative interpretations you could come up with, of why the introduction of television affects library circulation would be alternative interpretations that make for a decrease in both fact and fiction decrease.



So there's a pattern.  You predict from your theory on the dependent variable that says in this particular one instance that the circulation of fiction books should be affected, but not the circulation of fact books, which is in fact the case.



Now, I've just given you a little list of what we call design principles.  The name of the game, if you're trying to design a good quasi-experiment, is the combination of those factors, not taken singly.



So the interrupted time-series design right now in education, which is going through a sea change in what are the standards of inference, right now, you could never get past anybody with a simple interrupted time-series without having a control series.  They'd like to see you have a control series that itself gets the intervention at a later time point that's known and they'd like to see you have non-equivalent dependent variables, some of which would be affected by the treatment and others not.



So it is the ability to select from this repertoire of quasi-experimental design principles like a tailor to suit the circumstance of the particular study you want to do and then to relate these design elements that you choose to ruling out alternative interpretations.  That's crucial.  What you'll say is that causal inference is going to be facilitated by making the implications of my causal hypothesis more complex in the data.



Interrupted time-series and regression discontinuity says the implications of the causal hypothesis are more specific in the data.  Combining these quasi-experimental design elements means making the causal hypothesis more complex in the data.  It's true of some conditions but not others that are known to you in your hypothesis-making.



So what am I saying?  What you should do is you should do a randomized experiment first, if you possibly can, and you should fight for it and you should try to increase the number of communities you get.  You should try not necessarily to have the same balance in a number of intervention and control communities, particularly if it's much more expensive to mount an intervention community, and you should carefully choose community-level covariates to increase the power.



If you can't do a randomized experiment, then don't just do any quasi-experiment.  Do a better quasi-experiment.  That's going to involve you taking these design features and combining them to suit the circumstances of the study you want to do.



In essence, I'm inviting you to develop for yourself a repertoire of many, many design options and have a great sense of their relative standing in the ability to rule out alternative interpretations, and I'm inviting you to avoid worst the quasi-experiments.



The reason why I hate the term is I read these grant proposals and I read these papers submitted to journals, and they just have a pretest/posttest design, like we heard about this afternoon.  A simple pretest/posttest.  Or they have a treatment community and control community and try to model the community differences with proxy variables that don't even have a pretest measure on the same variable as the outcome.  These are to be avoided.



So what I'm saying is that the random access experiment is the way to go if you can.  It's not perfect, but it's probably better, but it's not clear it's a lot better, than the very best quasi-experiments that you will be able to do.



Thank you.



(Applause.)



MR. CHAPEL:  Questions for Tom?



DR. MANGIONE:  First of all, I enjoyed your talk very, very much.  Could you give me an example of a measured covariate at the community level that might increase the power in the analysis?



DR. COOK:  As Larry said at the beginning, I am a dilettante, not a scholar, and I dilettante in multiple domains.  I'm not just a health person by any means.  I can give you some examples at the school level where achievement is the outcome variable.



If you select on the percent of students in the school who are African American, if you select on the median class size because we know class size is related to achievement, we know race unfortunately correlated with achievement, if you select on those two variables, you can increase your power enormously in the Howard Bloom paper.

Why?  Because those two variables are not highly correlated with each other at all and each of them is quite highly correlated with achievement outcomes and even changes in outcome, changes in achievement as an outcome at the school level, and that's where the power comes from.



Now, in health ‑‑



DR. MANGIONE:  (Inaudible.)



DR. COOK:  No, just measure them and use them as covariates in the analysis.  You could use them as matching variables.  It's not a dissimilar principle, but covariates is one way to go.



DR. MURRAY:  Tom, I also enjoyed your remarks.  I wanted to offer a couple of comments.  We talked a little bit about some of this at lunch.  I've looked a lot at covariates at group level in health studies and we often see that those correlations are lower, often hard to find correlations above .2 or .3.



Certainly, I agree with your principle, that if we can find them, we should, by all means, use them and I have seen some instances where we can get them much higher, but often they're small, and a study out of the University of Washington some years ago showed that when the matching correlations or the ‑‑ sorry.  Different issue.  So my point was just that the correlations often at the group level are lower than the ones that you're describing in that school context.



The other point I wanted to make is just a cautionary suggestion of going with imbalanced design.  I agree with you in principle that adding more groups in the control arm, if measurement is cheap, is in theory a good way to improve power.  Unfortunately, measurement often isn't cheap and so we have to think about that.



The other point is a couple of the other issues that affect the analysis can become problematic as soon as we move out of balanced situations.  So if our dependent variable is not distributed the way that our analysis method assumes or if we have heterogeneity of variance across conditions, if we have imbalance, those are much bigger problems than if we have balanced designs.  So just a cautionary note on jumping too quickly into unbalanced situations.



DR. COOK:  Let me try and take up those two points.  Let's imagine group-level covariates in community-based studies in health are not as high as they are in education looking at achievement.



Now, if you had two or three of those covariates, each of which is not very high related to the others is an advantage of having two or three of them?



DR. MURRAY:  Sure, but it depends on the number of groups that you've got because you're chewing up degrees of freedom here.  So in small studies, probably not.  In larger studies, probably.



DR. COOK:  Right.  I said there's a tradeoff there in the loss of degrees of freedom and the gain in power.  I think it's something well worth serious exploration.



About the imbalance designs, again I said there were tradeoffs to the imbalance designs.  I don't know any formal proof or any analysis of the conditions under which you do better because you gain in the number of cases versus the loss due to the imbalance.  There are probably some papers.  Do you know of any?



DR. MURRAY:  Yes.  There's a paper by Gayle on permutations methods published in '96, I think, in Statistics in Medicine, where he shows that in unbalanced situations, you can get into a lot more difficulty with violation of some of the other assumptions that underlie some of the various methods.  The paper's focused on permutation methods, but it includes model-based methods as well.  So there are circumstances where you can get into difficulty.  I'm not saying it's a uniform problem, but it's just a cautionary note.



DR. COOK:  Right.  No, these things always will finish up as a contingency theory of the conditions under which you gain more from the imbalance and the increase in the number of cases and so I agree.



MR. CHAPEL:  Brian?



DR. FLAY:  Great talk, Tom.  Could you address the tradeoffs of using the variable for matching versus covariate or how they mix and match?



DR. COOK:  I could, but Will knows a lot more about that than I do.  So Will, do you want to speak to that?



DR. SHADISH:  I don't know a lot more about it than you do.



DR. COOK:  Yes, you do.



DR. SHADISH:  I've just read a little bit of literature on that.  I'm trying to remember the exact context.  It was in propensity scores, looking at propensity scores as to whether or not you can match on propensity scores and then use propensity scores for other variables that contributed to propensity scores as covariates, and the consensus that I read from Rubin and Rosenbaum, et cetera, is yes, you can do it.  I don't know a lot more than that.



DR. FLAY:  (Inaudible.)



DR. SHADISH:  According to them.



DR. FLAY:  Synergistically?



DR. SHADISH:  Last part?



DR. FLAY:  Synergistically?



DR. SHADISH:  Yes, I guess so.  You're not going to increase power in that sample to the outcome.



DR. COOK:  If it's in both places, you're not going to do very much.



DR. MURRAY:  If you match well (inaudible.)



DR. COOK:  No, it's relevant.



DR. SHADISH:  No, not necessarily the case.

It may be limited to propensity scores, but remember propensity scores are modeling the selection process, not the outcome, and you're getting rid of a certain portion of the selection bias that way.  There may still be a relationship remaining once that's partialed out between the propensity score and the outcome variable at the same time.



DR. MURRAY:  (Inaudible.)



DR. SHADISH:  I don't think that applies to what I just said.  I still think it's the case that if you match well, you're adjusting for selection bias.  You may still have some variation between the propensity score and the outcome variable that you can improve precision with, I think.



MR. CHAPEL:  Denise, and then Tony.



DR. SIMONS-MORTON:  That was great.  I have to say I was there when you presented with Russ Luepker, Jack Farquar and you and Henry Blackburn and Claude Lenfant responded.  However, your talk was so good then and today, also, that I don't remember what Claude Lenfant said.



(Laughter.)



DR. SIMONS-MORTON:  I do remember what you said, and I just want to say the reaction at that meeting, I believe it was an American Heart Association meeting of epidemiologists and clinical trialists who were not used to quasi-experimental designs at all.  So that community, one in which I work on a daily basis, does epidemiologic observational studies and randomized controlled trials and pretty much if you want to do an intervention that's not a randomized controlled trial, people don't understand that and that's the situation we are in at NHLBI in terms of funding and at NIH, I think.



So when people come in with grant applications that are not either of those designs, they don't know what to do with them.  So I think one of the origins of this meeting is to try to actually address that issue.  You may have some comments.



DR. COOK:  But you should have seen us at dinner.  It was gloom and doom.



MR. CHAPEL:  Tony?



DR. BIGLAN:  I'm still chewing on your conclusion a little bit.  Your conclusion was that randomized trials are the way to go, and I guess I would like you to clarify the purpose.  Are they the best way to go for the purpose of determining whether the independent variable affects the dependent variable?  I assume your answer to that is yes, but are they the best way to identify what independent variables affect the dependent variable?



DR. COOK:  What independent variables affect the independent variable?



DR. BIGLAN:  What independent variables affect the dependent variable?



DR. COOK:  Well, at the individual level, if I've understood your question right ‑‑ is your question about which components of a complex intervention have affected the outcome variable?  Is that your question?



DR. BIGLAN:  I guess my concern is that there are a variety of circumstances, some of which were discussed today, in which we don't know how to effect the dependent variable and so I guess my question is do you think that randomized trials are the most effective way to identify which variables affect the dependent variable?



DR. COOK:  I think that randomized trials are a very precious rare resource that are most warranted when there is a strong presumption that the theory behind the intervention works when the practicalities of the intervention will lead to quality implementation and unless those two things are very clear, you have no business doing a randomized experiment.  You should be doing stuff on can we implement the components of that intervention.



Now, having said that, there is a second meaning of experimentation which was Don Campbell's original meaning of it which does not have to do with the allocation process of treatments in groups.  It had rather to do with the sense of being bold and trying out novel new ideas that were beyond the pale because they were wacky and innovative and they were a step ahead.



The New Jersey negative income tax experiments in the '60s, where you in essence randomly gave working poor families money because the problem of poverty in the United States is not having enough money, so how do you cure it, you give people money, which the Mexicans reinvented.  So that in its day was incredibly bold.  Nobody would have done that and in its time when the results came out because it also affected the divorce rates, women used this money to free themselves of these men they were stuck with, it died and then it got reinvented 25 years later as the earned income tax credit.  So in its time, it was too bold.



Now, there is a lay understanding of experimentation which is do bold things.  Now, the sense I just gave you of experimentation, do not experiment until you have a strong theory that shows it, till there's presumption of implementability.  That's the opposite of Don Campbell's desire for social experimentation because it's not very bold.  We got theory that predicts it.  We know it's implementable.  So it's a kind of mundane next step as a part of an intellectual adventure.



All I'm trying to do is to recreate that sense of bold experimentation.  So when I give you this canned wisdom that it's irresponsible to experiment, unless the theory is really well thought through in all its stages, unless it's implementable, I say that and it's not again from my heart, even though I believe it.



DR. BIGLAN:  If I may, just one comment.  I think you said that you should have some theoretical evidence that an independent variable is likely to affect a dependent variable.  I submit that empirical evidence would also be useful.



DR. COOK:  Yes.



DR. BIGLAN:  I want to hark back to what I said about multiple baseline designs and other forms of interrupted time-series designs as a way of getting to those independent variables.



DR. COOK:  If your set if that there's too much premature experimentation, one of the reasons why there's premature experimentation is in part because this formative work is not done.  There's no reason why formative research can't be hotheaded, but it is in the sense formative research.  So I agree with you, but we need to have this social mechanism somewhere in the house of science where we can encourage boldness more.



MR. CHAPEL:  I'm so worried about us all being able to catch the 5:30 shuttle.  Let me have one more question.  Steve?



DR. BROWN:  Well, I guess it was just a comment on whether, under your paradigm, experimentation must have randomization.



DR. COOK:  I'm sorry.



DR. BROWN:  Whether experimentation must include randomization.  Because I think there are those who would say experimentation is when the experimenter makes a decision about which units receive in our case intervention.



DR. COOK:  I don't say must include randomization.



DR. BROWN:  It was unclear.



DR. COOK:  No.  There are so many different meanings of experimentation.



MR. CHAPEL:  With that, a final greeting for our guest.



(Applause.)



MR. CHAPEL:  Larry, any instructions for tomorrow we need to know or just be here on time?



DR. GREEN:  Well, just a note on Tom, you won't be with us for dinner then, so we'll be talking about you.



There is a little bit of ambiguity apparently in the hallways about our closing time tomorrow.  It says 2 o'clock on the schedule and I understand that 2 o'clock is when our final session begins.



DR. FINE:  You will be out of here by 3 o'clock, hopefully by 2:45.  So the final session will be over by 2:45.  You should be able to get a cab by 3:00 because it will take awhile to get downstairs.  So if you're ordering a cab, the cabs will be here at 3:00.  We will end at 2:45, so you will definitely make your cab.



(Whereupon, at 5:21 p.m., the meeting was recessed, to reconvene at 8:30 a.m. on Wednesday, May 5, 2004.)




