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P R O C E E D I N G S
(8:35 a.m.)



MR. CHAPEL:  Welcome back to our second day.  I just have one or two very quick housekeeping details.  A reminder that for our first scenario of asthma, there is not a set of presentation slides in the binder.  There was a separate set at the registration desk.  If you think you've misplaced it, Amy is bringing them in now.  If anybody thinks they need a copy of the asthma slides, raise your hand, and Amy will hand those out.



Secondly, in the interest of full disclosure, I don't know that we mentioned this yesterday.  I think as everybody knows in this modern age, we're being documented in a variety of ways.  We have a written transcript, and we have a tape going on, as you all know.  But the red lights that are on on the cameras mean that the cameras are on, and we're being webcammed.  So if that raises any anxiety or concern on anybody's part, then one of the Larrys will be happy to hopefully allay your anxieties.



Thirdly, I'm going to ask Amy in a second to come talk about the taxi situation when we dismiss.



Amy also reminds me that, again, people who were there last night need to be able to pay her for their dinner.  There are still several people that haven't gotten around to that, so if you'd settle that up.



(Laughter.)



MR. CHAPEL:  If it hasn't happened by lunch, we'll name your names, and I would remind you of the

webcam.



(Laughter.)



MR. CHAPEL:  Our organization of today will be similar to yesterday.  There are two scenarios in each case, about an hour for the presentation, followed by some open group discussion.  It has always been our aspiration that as we got further and further into the scenarios, the discussion time would be more and more about meta-insights and cross-cutting insights that we see as we look at these increasing number of data points.  So we'd like to tilt them in that direction.



On the other hand, if the scenarios themselves are as meaty as yesterday's, and there is lots of meat in them, then so be it.



That is then followed by short presentations by several individuals who have been asked to come and talk about trade-ups within very specific designs.  It will probably look a little bit more like Tom Cook's presentation yesterday where people will present, and then we'll ask questions of them.  But again, our hope at the end is that people will be able to elevate that discussion to our own cross-talk discussion about tradeoffs.



This afternoon, we'll close with some discussion of next steps and reflections, and Larry and Larry will be facilitating that discussion.  We'll talk a little bit about what plans we have, and what plans we might have as the discussion goes next, what we learned from it, and are there insights we kind of all agree on.



Larry, any housekeeping stuff?  Shawna, no housekeeping stuff I missed, right?  Okay.



Amy is going to come talk about the taxis, and then I'm going to turn it over to Denise, who is going to introduce the asthma scenario group.



MS. SCHULTZ:   I have the sign-up sheet up at the registration desk.  If you already did sign up, please check back with me for your confirmation numbers, because some of you are going to be sharing, so we need to make sure that you're giving the cab driver the right name or confirmation number.



Also, with the times that you gave me, if the cab is downstairs and you're not there, Barwood will leave.  They don't wait.  So make sure you've left yourself enough time.  Unfortunately, they're not the best.



MR. CHAPEL:  Amy, when is the earliest cab leaving on the list?



MS. SCHULTZ:  The earliest?  I have a 2 o'clock to Dulles as the earliest.



MR. CHAPEL:  And if you're not on the list, please go out and see Amy at the registration desk.



MS. SCHULTZ:  Yes, come out and see me, and I'll sign you up.



DR. DOUGHERTY:  Great.  Thank you.



Good morning.  The next scenario is improving the management of asthma.  The group involved with this was Leslie Boss from CDC, Virginia Taggart from NHLBI, myself, and my only contribution, I believe, was after suggesting that we should have at least one scenario specifically in the health care delivery system, and that would be asthma, so it was not much.



The presentations will be made this morning by Dr. Carlos Camargo, who is Associate Professor of Medicine and Epidemiology at Harvard University, and Director of the EMNet Coordinating Center at Mass General.  He'll present the background on asthma, and the before and after design.  Then Dr. Sandra Wilson, who is Senior Staff Scientist and Chair of the Department of Health Services Research at the Palo Alto Medical Foundation Research Institute, will present the measures and the group randomized trial design, and some tradeoffs.



They have only 31 slides, so they anticipate lots of time for discussion, and as Tom said, it can be either at the level of their specific scenario, or getting into the broader issues that we're moving toward today.



So Dr. Camargo, welcome.



DR. CAMARGO:  Thanks, Denise.



Good morning, everyone.  We're back again for another scenario.  So as you heard, today we're going to talk about asthma.  Here is our group that worked on this, and a special thanks to Barbara and Larry for their comments and help.



What we'll do is I'll go through some background material on asthma, Sandra will talk about measures, I'll touch on Design 1, which is the alternative design, to Design 2, which is the randomized trial, and then we should have plenty of time for tradeoffs and discussion, and hopefully some integration of the material that we covered yesterday.



So to start us off, this is a pretty diverse group, and it seems helpful to talk about the definition of asthma.  A key concept is that it is a chronic lung disease, and it has these three features as defined by the American Thoracic Society many years ago, which is airway narrowing ‑‑ that's reversible, either spontaneously or with treatment ‑‑ inflammation, and hyperresponsiveness.



The definition is important, because for people working in urgent care settings, you can't measure inflammation.  The last thing any sane person is going to do is test hyperresponsiveness in somebody having an asthma attack, and it may be that it is not reversible.  In fact, that is why they're there.



So in an urgent care setting, this definition actually becomes very problematic.  The chronicity of the disease could be missed if you don't specifically ask about it, or the patient recognize it.  So what we're left with in an urgent care setting is episodic shortness of breath with wheezing.  You can imagine that that's a very heterogeneous condition.  But somehow, remarkably enough, people do respond to the treatments we give them, generally, and there has been a lot of very successful work in the area.



A lot of this has been coordinated by the National Asthma Education and Prevention Program, which is based at the NHLBI, but includes participation of numerous federal organizations and professional societies.  A key contribution of the NAEPP was a description of the classification system for asthma and the preferred treatment.



Here on this one slide, I have summarized a 130-page document, and thereby prove to you that I really am an emergency physician.



(Laughter.)



DR. CAMARGO:   So here is the basic message, which is there are different classifications of asthma, and there is a key distinction between those people that have an intermittent attack, and the vast majority that have persistent asthma, persistent inflammation, and hyperresponsiveness.  The simple way to figure this out is to assess the frequency of their respiratory symptoms during the daytime or nighttime which puts them in the persistent group.  If you're in the persistent group, inhaled corticosteroids are the recommended treatment for those patients.



In 2002, there was an update on this, some refinements on how to manage the more persistent to the moderate to severe group.  But the key message is that persistent asthmatics, which again, account for the majority of asthma, need inhaled corticosteroids.



While the Emergency Department, or ED, is often used for asthma care, it accounts for about 2 million visits per year, especially in the fall, which we call the asthma season, because there are so many people with respiratory infections coming to the Emergency Department.



In case you thought that these might be sort of casual, sometimes referred to as drive-by nebs, they're really not.  These are severe exacerbations.  The typical peak flow of somebody is 46 percent of predicted, which by definition is severe.  And yet, most of these patients are treated successfully with only about 20 percent admitted to the hospital.



I run a large network that does a lot of work on asthma in the Emergency Department, and these are some very interesting numbers that we arrived at over the course of several years of interviewing patients with asthma in the Emergency Department.  About 74 percent of the adults used the Emergency Department for all of their problem asthma care.  So if they have any problems breathing or anything, they go to the Emergency Department.



Here is the one that really sticks out.  About 45 percent of adults receive all of their asthma prescriptions from the Emergency Department, from emergency physicians, nurse practitioners, PA's, people who are writing scripts, and getting a sign-off from an emergency physician.  But if emergency medicine clinicians are not giving inhaled corticosteroids, we have a problem, because again, that is what underlies the treatment of asthma.



Well, among these adults, about 70 percent of them have a primary care doctor, and even if you restrict the analysis to those with a primary care doctor, two-third get all of their problem asthma care from the ED, and one-fourth get all of their prescriptions.  Now, that's one-fourth of 2 million ED visits, that's a lot of people, and it is a major opportunity for improving care.



Well, is it a high-risk population?  Is it one that has persistent asthma that would benefit from such treatment?  Here are some figures to give you the context of our trial that we'll propose.  Most of these patients have been admitted for asthma, many have been intubated, had a tube put down their throat, and put on a mechanical ventilator to help them breathe.  And here is the striking figure, which is that somewhere between 76 and 90 percent of patients over all these years of collecting data, 76 to 90 percent have had a previous Emergency Department visit for asthma.  So that's their second visit in that year.



Any reasonable pulmonologist, allergist or asthma specialist who sees this kind of a picture would put that person on inhaled steroids.  Yet when you look at who is on it, less than half of the patients are on inhaled steroids.



So in the Emergency Department, we clearly have a high-risk population, we have a group that uses the Emergency Department for their problem asthma care, and for their prescriptions.  But what is really feasible in the Emergency Department setting, I think if you have been there, and most of you have been there as patients, friends or family, it is a pretty chaotic environment.  It is hard to imagine very long, thoughtful interventions without a huge infusion of cash and support systems.



But we've looked at a few things that we thought might be doable, such as initiating inhaled steroids at discharge, simple asthma education programs, and some other options.  I don't have a lot of time, but I can tell you there is a lot of resistance to initiating inhaled steroids.  The mindset in the Emergency Department is we're here to treat the attack, and the primary care doctors and other people should be the ones prescribing these life-long therapies.



Now, I and some colleagues are chiseling away at this, and trying to promote a more public health approach in the Emergency Department, and I think we're having some successes.  But still, there is a huge wall of resistance.  I think it's important for you to understand that as we think about our trials.



Another option to this might be to simply refer people to their primary care doctor with some kind of a message, hey, why don't you put them on inhaled steroids, bridging the gap between the Emergency Department and primary care.  Well, to study this issue, we did a pilot study, one center, where we used a simple intervention which involved some free medicines, taxi vouchers to go to and from your doctor, a telephone call reminding them to see their doctor, and we showed that you actually can increase follow up at the primary care office.



The problem is that if you don't do anything, in the usual care group, 70 percent of those people never saw their doctor.  So it is about 25, 30 percent will see their doctor in the month after the visit.  Now, that's a really good case scenario, because these are people in a trial, remember?  The people who aren't in the trial, I bet you, are even less likely to see it.



So that follow-up care, the usual care, it is out there.  It does not generally involve the PCP.  The group that got the special intervention, we got them up to about 50, 60 percent to see their doctor.  Well, the $64,000 question is did it matter.  I mean, we can get them to go to their doctor, but if nothing happens at the doctor's office, so what?



Well, there are two randomized trials that now have been completed.  Neither is published, and both are under review.  One of them was by our group, the Emergency Medicine Network, which was nine sides.  The other one was St. Louis Children's, and both of them involved an intervention to try to get people to the doctor, and then follow to see if it had an impact on Emergency Department visits and symptoms.  Unfortunately, we did get people to go back to their doctor, and it made no difference, none.



If you'll look at the visit itself where you have people who are arriving with a taxi voucher and a script that says, I was in the Emergency Department in those visits in this select group of patients and their providers, there is no mention of peak flows, there is no mention of inhaled steroids, it is just kind of business as usual.  Now, I want to be very clear.  I trained in primary care, and some of my best friends are primary care physicians.



Think about it this way.  If you had 100 primary care doctors, and 90 of them followed the guidelines and really made sure that their patients had access to medicines, and they were following everything perfectly, do we in the Emergency Department see the patients of these people?  Actually, rarely.  What we might be focusing on here is this other group, which has doctors that don't follow the guidelines, or doctors who do follow it, but patients who can't do what's recommended because of all kinds of barriers, or patients who just do whatever they please, and you're not going to change them.



So the mixture of that that we in the Emergency Department, that's the framework for the study that we're now going to propose.  So the research question that we asked was, does reform of Emergency Department patients with acute asthma to asthma centers, i.e. dedicated clinics with asthma specialists, educators, and additional resources, improve asthma outcomes in this high-risk population?



Now, you can imagine, we have been floating this idea around just after getting these results, and this runs into a lot of resistance.  The primary care community sees this as quite threatening, that their patients are being referred off to some specialist.  The specialist, although initially very enthusiastic about the 2 million referrals, very quickly remembers that they have Medicaid or no insurance, and then realize, we cannot possibly handle this.



The Emergency Department is like what, something else?  How many guidelines do we have to hear about?  We take care of all these problems.  And again, to give you context, of 108 million Emergency Department visits, 2 million are for asthma.  If every group came up with a guideline or referral, it would be perhaps better care, but it certainly would need much more resources to make it happen.



So this is our idea, and I don't want anyone in this room to think that this is like a given, because it's not.  It may make great sense to us with no asthma, but there are a lot of hurdles to implementing this, and to even see if it works.  What if these patients are the ones that will not do anything we say, and even the Cadillac model would not work in that group?  But, is that true?



So the intervention that we proposed has three elements.  One would be a facilitated referral to the asthma center, the other would be asthma center management, including two visits, at least, in the three months after the Emergency Department visit, and then a communication forum which would be developed and shared between the Emergency Department, the primary care doctor, and the asthma center.



Sandra will go into more detail about what these involve, but that's the complex intervention, and it's certainly complex.  It has a lot of different pieces.  The two designs would utilize 40 urban emergency departments and their local asthma centers.  Now, these people are not talking right now, so I want you to remember that if we're going to lodge this study, we have to do a little investigative work, and we have to find out if the asthma center is willing to see patients from the Emergency Department



We have to sort of bring them together a little bit before we even take off with the study, and think about what impact that would have on the study design, as we kind of force these groups together.  The two study designs are listed here.  One is what we call a before/after design.  We'll go into the detail shortly.  The other one is a group randomized control design.



The inclusion criteria for sites is access to an asthma center, with some minimal criteria being given.  For instance, we thought that we could require that the asthma center had a certified asthma educator.  We actually have done some pilot work over the last month or two looking at asthma centers, and generally large academic medical centers have asthma centers that would qualify, and they do have specialists and a certified educator, so this is quite doable.



The exclusion criteria would be if that center, that hospital, was involved in an asthma-related quality improvement initiative.  In other words, to avoid

co-interventions during the trial period.  There is a lot of interest in asthma, so we have to be very attentive to that, because people could be struggling to improve things when we're arriving with our trial, so we have to strike fast.  If we strike over too long a period, it is likely that we're going to run into a co-intervention situation.



As for patients, the inclusion criteria that we came up with were ages 18 to 54, and treated in the Emergency Department with or without admission to the hospital for asthma treatment.  In other words, excluding people who were admitted directly from the doctor's office.  We went back and forth on this point about whether or not to include the admission or not.  It is a subtle point.  I don't think it's important for our discussion, but a sign to consider.



We thought a key part was that we would require that the patients who sought urgent medical care for their asthma at least one other time in the past year, to screen out or take out that intermittent group so that we could confidently say that every person enrolled in the study should be on inhaled corticosteroids, should have education, that they should have all these things.



The exclusion criteria would be excluding people with more than 20 pack-years of smoking, to avoid inevitable problems at the higher ages with confusion with chronic obstructive pulmonary disease, and also given the follow-up, looking to see if it made a difference in their lives.  We would exclude people who did not have a telephone, or were unlikely to be available at 12 months, because we have to have follow up data on them.  So at this point, I will pass off to Sandra, who will go through the measures that are shared by these two designs.



DR. WILSON:  Thanks, and good morning.



These measures we thought were applicable, regardless of the design, and we wanted them to be fairly comprehensive of the main study outcomes that we're interested in.  The baseline characteristics, measures of the intervention process, and especially to be sure that those include key mediators that we thought might mediate between the intervention and the outcomes.



The primary outcome that we selected for the study was the proportion of patients who had one or more ED visits during the year of follow up.  In this population, you would expect with no intervention, that that would be a substantial proportion of patients.  Secondary outcomes that one might examine, the proportion with one or more unscheduled clinic visits, or more than one hospitalization.  The proportion had an ICS dispensed, either by prescription in the Emergency Department or the asthma center, or by prescription by the PCP.  You'll see why that might play into this as we get a little further along here.



These are also variables that we want to consider as mediators, and so we are interested in the proportion who are actually using that ICS.  That's one thing to prescribe it, but it is known that a fairly high proportion of asthma patients never even fill the initial prescription for inhaled corticosteroids.  We wanted to look at asthma symptoms and asthma-related quality of life, and there are a variety of other things that we might want to examine as secondary outcomes.



Baseline characteristics are intended to be potential covariants and potential effect modifiers.  Some of those variables applied to the site, and some of them will apply to the patient level.  We thought in including characteristics of the Emergency Department, the specific setting, that one would have to have a way of classifying the settings, the nature of the staffing, and patient volume.  One might think of other characteristics that might apply.  Characteristics of the asthma center, how long it has operated as an asthma center, organized in that fashion, the setting, the staffing, and qualifications of the educators, certification as a minimum qualification, and there are other parameters on educator qualifications that might be included.



Patient baseline characteristics might include demographic characteristics such as age, gender, ethnicity, and so on, and their history of prior health care utilization for acute asthma.  Even if we require that they've had at least one such visit in the past, some of them will have had many more than that, even in the preceding year.  Their medication adherence, how they are using any meds that have been prescribed for them specifically.



Their asthma care behavior, whether they ever see their primary care physician for routine asthma care, or they're only getting episodic care.  Environmental exposures, there are some salient ones you might want to look at, such as environmental tobacco smoke exposure, or active smoking themselves, and a few environmental exposures in the home, maybe occupational issues.



There are self-management skills, whether they know how to use their inhaler properly is one specific one.  They're probably not on peak flow meters, but a few might be, and whether they've had any consistent asthma education in the past.



Then the intervention process, and this will help define what we mean by the intervention.  The idea is that the facilitated referral consists of making an appointment for the person with the asthma center, this is communicated back to the person within 48 hours, so they have to have contact phone numbers, they have to make the appointment, and communicate it back.  They may need to give other assistance, either language translation assistance, insurance help, or some other form of social service support to get the person to the asthma center.



That part is what we're trying to test in the component, that is the facilitated referral, and so we want to have measures of whether all those components actually occurred.  The next component is what goes on in the asthma center.  We want to know if they actually had a visit to the asthma specialist, what was the content and the duration of the asthma education provided to the patient?



Even if some minimal criteria were set for that, there is going to be variation among these centers.  The nature of this study, we're supposing that that kind of variation is allowed among the centers, and if there are any social work services provided to the patient, what they might be.



Then the use of a consistent communication forum that would move among all the people involved in the patient's care.  We would want to keep track of whether it was actually initiated by the Emergency Department, and how completely it was filled out.  Did it indicate what services had been provided in the Emergency Department, what the treatment plan was that had been recommended to the patient, and was it given to the right people?  Was it given to the patient, a copy?  Sent to the PCP, and sent to the asthma center?



And then when the patient got to the asthma center, assuming that we can get them there, how completely was that forum followed through on by the asthma center?  Did they indicate the services provided, the treatment plan patient outcomes, and so on, and did they give it to the patient and the PCP?



One could go further with that to try and keep up with what was the life history of this forum.  I mean, did it continue to be used on an ongoing basis?  Or did it just sort of get filed somewhere along the line and stop being used?



Then we thought that one might want to collect information on how the Emergency Department personnel, the asthma center, and the patient perceived various aspects of this intervention.  The data collection procedures, the communication forum, and you'll see why that would only be specific for the intervention site, and then something about plans to continue the facilitated referral and use of the forum that would apply, again, to the intervention sites.



So the key mediators we wanted to look at would rest on the idea that the benefit in terms of patient outcomes would be primarily due to whether the patient was actually put on an inhaled corticosteroid, and whether they were regularly using that.  One can think of other mediators, other behavioral changes, that could occur as a result of this intervention that might be alternative to the primary hypothesized mediator.  If one has hypotheses about that, then you'd want to build those into your measures.



Carlos?



DR. CAMARGO:  Don't worry.  She'll be back.



So here are the two study designs.  We didn't have the chance to remove the word "quasi," but I must tell you, I don't often get to use the word "quasi," so it is kind of exciting.



Well, we call this a before/after study, which is really not good terminology, and I'm sure someone in this room is going to come up with a better word for it.  But it is clearly an alternative to what we all know is doable, which is a group randomized controlled trial.  So let me tell you about this before/after concept.



The strength of that design is in some ways, the simplicity of applying it in the context that I've presented to you.  It is easy to say the randomized trial is better.  But I want to challenge you to just think about how much better would it be, as you think about all the problems that come with doing that randomized trial.  One of the themes that we're going to talk about during our discussion is that we can make this first one better and better and better, but at some point, it becomes kind of like the randomized trial, which was I think a point of some of yesterday's discussions, and then it was like why aren't we doing the randomized trial?  Well, we didn't do the randomized trial because there are all these barriers.

They are different, and let's just start with it.



This is a simple schematic showing this concept, which is a non-randomized assignment to a group.  You can measure things, or not measure them beforehand. You do the intervention, and then you follow them.  And then another group gets the alternative, and then you follow them.  So it is non-randomized, two groups.



Let me show you what that looks like in the real world, which is an assignment based on date of entry into the study during one fall season.  So, for instance, at one site, the study happens during September through December, that's when all the sites are enrolled, and the patients are enrolled.  One site, in September, is a control group.  They enroll 26 patients, roughly, and then the next month they switch to the intervention group.  So two different groups of people, but from a very similar time period, the same hospital, both groups are followed for a year, and then outcomes in these groups are compared.



So in this model, all 40 sites provide usual care to reach a total of 516 patients, and then all 40 sites provide the intervention, which in isolation from this exercise, most people would say yes, of course they should get inhaled steroids, and it would be great if they saw an asthma specialist.



So that is the alternative design, and we'll talk about tradeoff shortly.  The more familiar design is the one that Sandra will now explain.



DR. WILSON:  I guess I'll show you how you can even keep improving this until it subsumes the other one.  In this design, one half of the Emergency Departments are left on usual care, and half of them go on the intervention, or you could have different proportions of them, not 50/50, but 50/50 is what we were proposing.  An alternative is to study these Emergency Departments by having patient samples selected prior to beginning the experimental intervention, and then continue and make observations on patients seen after that point.



This is one of those embarrassing slides that may turn out to be hard to read from the back of the room.  So is it even possible to do that?  Or can you see it in your handouts?  Then I'll walk you through.  The next time, some other color background.



Emergency Departments, imagining you have 40 of them, which there are available in that network.  Twenty get randomized to the intervention group, and 20 to usual care.  We recruit patients as they come through the Emergency Department in both cases, and a baseline assessment occurs.  Half of them facilitated referral, and asthma center management goes on, and the process measures are collected.  Follow-up assessment at six months and at 12 months in both cases, so pretty classic RCT.



Many of the design issues turn out to be the same for the two studies.  Not only the measures, but other aspects of the design.  For the RCT, obviously one of the questions is, do you randomize Emergency Departments or patients?  We chose to do Emergency Departments.  The usual contamination potential is the reason.  In an Emergency Department, it is almost impossible to think of switching between patients in terms of them being in the intervention or not.  It is logistically not going to happen.  It is hard to make it random, there are too many different people in staffing of an Emergency Department to make that feasible.



You would be likely to have a situation in which either your intervention wasn't occurring when it should have been, or it was being applied uniformly to everybody who came through, or some uncontrollable combination of that.  And there is a possibility, given the various perspectives of IRBs, that they might object to that kind of switching between patients in terms of who is getting what kind of special services.



Another issue was did you recruit in the peak season, or over the entire year.   It is clearly efficient to do peak season recruitment, and for the reasons Carlos gave, it can be better in an emergency setting to be in and out with your intervention, even at the sites that are doing nothing but the intervention.  It takes their cooperation over a shorter period of time.



Another question is what is the value of doing this pretest data?  We can characterize these intervention sites and control sites in a lot of ways without actually studying their patients prior to their beginning this study.  But you could characterize those departments a little better if you knew for all of them, what the subsequent histories were likely to be of the patients they're seeing under normal conditions before this study begins, and thereby have better statistical control for preintervention site differences in terms of the outcomes they're getting for their patients.  Those could differ a lot from one Emergency Department to another, both for reasons of what they're doing, and for reasons of the patients they're seeing, and the other care options available to those patients.



Incorporating that pretest data you can see incorporates a before/after component into this control trial, because if you collect data on their patients prior to starting the study, then after the intervention period, you have the potential to look at a given Emergency Department in terms of what happens in the same sense that you can with the before/after design, but you would only be doing that for 20 of the sites.



If you did the pretest, this is just how it would flow.  You would have the 40 Emergency Departments, and you would recruit patients there.  We didn't bother to go ahead and figure out what the sample size for that should be.  You can imagine that it is roughly like the sample size in the trial.  You do a baseline assessment, and you follow them up for 12 months, and then you would be at the point of randomizing patients.  Now, if you want this exactly comparable to what you're going to get in the study, you'd want to do this process the previous year before beginning the trial.



That were some of the thinking we went through on the way to designing the before/after study, and the RCT.  But here are some of the tradeoffs or advantages for either of these designs.  The before/after design could potentially reduce objections of IRBs, reviewers, to apparent denial of services, to half of the population.  It might increase the post-study intervention sustainability at these 40 centers.



If you see that as a potential side benefit of doing the study at all, then exposing 40 centers rather than 20 centers to the intervention might have some social benefits, you could say.  From a scientific standpoint, it would give more information on how variable was the implementation of the basic intervention?  And what kinds of things did they do to put this in place?  What did it require?  What is the range of reactions of people in different sites to doing that?



Except for the fact that you have to ramp up that intervention at 40 sites rather than 20, for example, putting your research assistant in there to handle the facilitated referral, it might be easier to perform the before/after study, it might be less costly.  But as we got into discussions yesterday, I think it was clear that you can't necessarily assume that without costing it out, that that is going to be the case.  And then we thought some of the discussion might focus on whether there are other advantages for the before/after design.



For the group randomized controlled trial, there is an increased potential, as we all know, for increased control for potential co-interventions that might be going on, an increased control for seasonal patterns of asthma that could differentially affect the two groups.  For example, if over the subsequent year, people who had been seen in one September happened to finish their follow-up year before the next asthma season really hit, then they might differentially have less reason to reappear in the Emergency Room than would the October group.  Just because asthma seasons don't track, it is not like September 1st, everybody gets a URI.  Some years, some places, it varies.



What this amounts to is various, specific ways in an asthma study in which an RTC enhances internal validity, and there might be other advantages to be considered.  So we thought we'd leave those slides up and see if there are questions and discussion around these two alternatives, or any other alternatives.



MR. CHAPEL:  With that, again, I open it first for questions for clarity, if there are any issues about clarity about what was presented.



DR. NORTHRIDGE:  That just demonstrated that I missed yesterday, so I don't know the proper procedures to use.  But I just wanted to say that when I saw Carlos stand up, all of a sudden there was this glow around him, because anyone who has worked in poor communities trying to deliver the services, we just think of our positions in a different way, that they are the salt of the earth.  And without trying to get any more emotional than I already feel ‑‑



DR. CAMARGO:  I'm not sure what you're going to ask.  You can come to any of my presentations.



(Laughter.)



DR. NORTHRIDGE:  So I just want to say that I think that a lot of the work that you're doing is long overdue.  I love that you focused on adults.  For the last 20 years, I have been working in Harlem, so the only bits of information I have are from that community, which is very context-specific, but I resonated with so much of what you said.



In our community, it is not that there is different alternatives, there is no alternative for poor adults, other than the Emergency Department.  So I think you said it in a beautiful way that wasn't as emotional, and people could take it in a lot easier.  But it was throughout your presentation that these are poor adults that you're working with.



Also from my experience, the only thing that is really going to be effective and sustainable is something that is intensive and more holistic, so I loved those features of your presentation.  I want you to know you're not crazy, that at Harlem Hospital, they're starting a family asthma center to do just that.  They think the way they can get to adults is to bring in their children.



But I also wanted to say that I think you're only going to be reaching a part of the population.  In Harlem, 20 percent have no phones, another 20 percent have phones that are intermittent in service, and almost half of the population smokes.  So a lot of the problems that they were having trying to do clinical trials on adults in Harlem is that they couldn't get anybody to meet the inclusion/exclusion criteria.



So I just think that you are headed absolutely in the right direction with some of the questions that you're doing.  I think that knowing the context as you do with your different communities is going to be really important before you even think that you can design and implement one of these interventions.



I'm saying this knowing that I'm talking to somebody who is absolutely engaged in doing the work.  But I think that those ethical issues are not secondary, they are absolutely up front when you're working with poor adults, whether or not you deny services.  I think that your designs that you're thinking about are really going to be enhanced by taking them into the context as you have.



MR. CHAPEL:  You have a quick comment back?



DR. CAMARGO:  I heard several things, in addition to the very nice language.  But I think the issue of the ethics and the denial of services I think can't be overstated.  We have done several studies, and when a group is getting suboptimal care, even if it is usual care and you arrive with research funding to do something, there is a perception of denial.



I can state as clearly as possible that if you propose to give one group something and not the other group, the IRBs will reject that.  What they will ask is that everyone get it.  So keep that in mind, because ultimately, everyone is going to get this intervention.



The other point that I heard was that people are trying to get this started, and think about how much it would help to demonstrate that this was valuable.  As groups are struggling to justify to their administrators, we have to do it right.  If we show no value, it will flatten efforts to create asthma centers and do things that are supposedly obvious.



MR. CHAPEL:  Will?



DR. SHADISH:  Will Shadish.  Two comments.  One is, and I think this one probably doesn't apply to you, but a justification for a before/after design is when the course of the outcome is pretty well established in the absence of treatment.  So, for example, if we know that Emergency Room asthma just simply doesn't get better, and I don't know that that is the case, but I'm going to give an example later with PKU screening where we know what the counterfactual is.  In that case, you just don't need a control group, so that's one thing to think about a little bit.



The second thing, at the risk of shading my credibility entirely with the audience, is you actually have a regression discontinuity design, and you don't know it.  I'll talk to you a little bit about that later.



DR. CAMARGO:  That's why I look forward to this conference.



MR. CHAPEL:  Yes, Steve?



DR. BROWN:  Steve Brown.  I just wondered if you had thought of rather than starting the study in all of the clinics in September, some sort of staggered start, sort of a multiple baseline type design.  Start a fraction of the clinics in September, then October, then November, then December, and possibly follow up to the following end of December in all cases, so you get two asthma seasons and you have sort of a multiple baseline design.



DR. CAMARGO:  We did talk about that.  One of the challenges, though, is trying to make sure that you're not asking the sites to work on the study for too long, because attention spans are limited, patience is limited, and resources are limited.  If we did it in the fall, it would be much easier to do it quickly.  Literally in two or three weeks, you could enroll the patients, and then switch to the next arm, or do the randomized attempt, and be done.

If you were to fall into the June/July/August group, you would be out of luck, you'd be waiting and waiting for patients.  So it would have to be modified, but it is an option.



DR. BROWN:  I thought just basically September, October, and November might at least give you some sort of multiple baseline type features.



DR. CAMARGO:  Okay, got you.



DR. NARAYAN:  Another secondary outcome that you might consider would be cost-effectiveness of the interventions.



MR. CHAPEL:  We have a series of questions over here.  Steve?



DR. GORTMAKER:  Steve Gortmaker.  Thanks for the scenario.  One thing that occurs to me, and it would be possible in some settings and not others, but just as a measurement of the outcome variable prior to the intervention, if it is Emergency Department youth, for example, I think that was your primary outcome.  If you get a measure like use over a three-month period and you actually have most EDUs for a chunkier sample, you do have a past history on it.  You could, for example, over three years have 12 preintervention data points over a

three-month period to look at that data before the intervention hit.



At that point, I think the internal validity issues with an RCT or the before/after, would probably really be minimized.  It is kind of a make use of a long time series of pre-data, if in fact that's available.  I know for some populations, you may not have that because you can't track their use, but in some populations, you could.  I just think that is a discussion point you might want to talk about a bit.



DR. WILSON:  I want to be sure I understand.  You are suggesting going back in the records of the Emergency Department and looking at utilization?



DR. GORTMAKER:  Yes, but again, it depends.  I mean, you'd need a network.  If in fact you're working within a system, and if people get Emergency Department use and they have to get that cleared somehow, whether it is Medicaid or other health insurance, it depends on the system and how complete the recording is.



But in some systems, I know that is possible now, because it is kind of an expensive visit, and there will be a tick in the system somewhere, and I just think that that is an opportunity to gather a long time series.  If you can do that, then I think you'll have gotten rid of much of the potential advantage of some kind of group randomized trial.



MR. CHAPEL:  We have lots of questions, but we also have lots of time, so we'll get to everybody.  Sandra?  There are a lot of questions over here, let me try and handle these first.  Tracy?



DR. ORLEANS:  Tracy Orleans, Robert Wood  Johnson Foundation.  I noticed in your slides that you talked about quality improvement processes going on, and talked about those as a contaminant of this design.  I'm taken back to the presentation we heard from Tony yesterday about the value of interrupted time-series designs, rapid cycle, plan study act, and learning cycle improvement processes to identify the independent variables that have big effects on the dependent variables that you want to see in place.



I wondered if you have thought in this study, and especially looking at some of the tradeoffs that you listed in the final slides, about actually studying a CQI process.  You could use a variety of ways to stagger those interventions to learn about the multiple components of multiple systems changes that needed to be made to deliver your optimal intervention at the end, and maybe doing that with fewer sites.  What do you see as the tradeoffs there between actually studying a CQI process, and setting up an intervention, such as the one you proposed?



DR. CAMARGO:  We definitely talked about that.  We all want to know, out of the range of options, the menu, what was the thing that really worked?  But it might be three things, and it may take a long time to figure out through a sequential process, we got it just right, those three things.



Another point is sort of the realities of funding, and the urgency of the situation.  You would have to do this for multiple seasons.  In the meanwhile, we have 2 million ED visits a year, and people are dying of asthma.  So it is not the causal inference model drawing us forward, perhaps.  It is a little bit of mixture of service as well, which I think comes across in our presentation.



MR. CHAPEL:  Sandra, do you want to talk?



DR. WILSON:  No.



DR. MULLEN:  Well, I have one question that has to do with the sort of multiple units conversation that some of us were having this morning.  Did you consider a design that perhaps could give you more?  I'm thinking about the span of control you have to achieve to get either 20 or 40 Emergency Departments on-board.  Did you consider any other designs that might involve fewer of those aggregate units?  Pat Dolan Mullen, University of Texas.



DR. WILSON:  Well, in a way, we backed into the 40.  We were trying to think for the before/after design, how many Emergency Departments might be available, and Carlos thought 40 might be a doable number, at which point we thought that was a rational number to use in the group controlled trial.



But the discussion we were having this morning was that with 20, you are less inclined to worry about this issue of whether you can take any advantage of the fact that you've got multiple patients per site, or whether you analyze an N of 20 per arm of the study.  This morning, we were talking about situations where it is smaller than that, maybe you've got eight, four in the treatment and four in the control.



The issue came up as to whether there were mixed signals, mixed perspectives floating around in the room on how you approach the analysis of such a small group randomized study, and whether the methods for analysis that take advantage of the number of individuals in the study are widely enough approved of, widely enough known to be of use to the scientific community, if you will.



There seemed to be mixed perspective floating around yesterday on that point, as to whether you have an N of 8, for example, or four and four, and that's it.  And the individuals are only there to estimate the mean of each of those units, or whether you can take advantage of the information.  I'd like to believe my statistician, you can take advantage of the number of individuals as well.  But if we can get a discussion of the statisticians going on on that point, it would be useful.



DR. CAMARGO:  It might be useful to hear your opinion.  You asked a very open question.  I'd be curious what you think.



DR. MULLEN:  I was trying to throw it out to the group, really.  You're thinking about the urgency of the problem and so on, and I'm sort of thinking about trying to make tackling this more doable so that we could get some replicas for the sort of same cost as this 40 unit one.



DR. CAMARGO:  If you dropped it to 20, you would have to then do twice as long of enrollment to get the same sample size that drives the power calculation.  The tradeoff there is that as you go further out, you start to lose the interest and enthusiasm of the staff, but also you now start to perhaps compare asthma attacks during different parts of the fall season.



DR. WILSON:  I think the issue that is being raised is what is the power calculation based on?  Is it based on the number of centers, or is it based on the number of patients?  That is where there seems to be mixed

views being floated yesterday.  I think it has an answer, but that wasn't shared.



MR. CHAPEL:  Since we have time to get to all questions, let me entertain people who want to make comments about that last point first.  Do you have a comment on this point, or do you have another point?



DR. ATKINS:  Yes.  My initial question was why even call this a before/after study?  But when I think of it as the analysis by center, then that makes sense.  If the analysis is by individuals, it just seems like a

non-randomized control study.  When I think of before/after, you're comparing the outcome to the baseline.  And so if you're analyzing by individual, you are really just assigning the individual in a non-random manner by what month they came in.



So I don't know how that relates to the power calculation, but it seems that whereas I can understand that if you're analyzing by group, then your before baseline is that September baseline in that group, and then that is compared to the after baseline, which is the group performance in October.



My other question, which relates to that, is could you have half of the centers start to do it in September, and then stop doing it in October, and the other half not do it in September, and start in October?  That would then not be a before/after comparison.  So I'm having trouble with what is the comparison of the outcome?  If it is by individuals to individuals, it seems more like a

non-randomized control study.



DR. CAMARGO:  I wouldn't get too caught up on the label.  These labels are thrown around, and there is a lot of confusion about them.  We struggle with the same thing, this before/after.  The power calculation that we did was quite crude, and it was based on patients, and an experience that one could analyze the data using cluster techniques, and there would be slightly different power, but we didn't get into that calculation.



You could analyze, as you said, by sites.  You could analyze it by patients, and that's something that we didn't explore in detail.  We explored how a non-randomized trial could provide an answer that was helpful, and how could you make that non-randomized trial better without reproducing, effectively a randomized trial?  That was the issue that we want to hear discussion about, and certainly the statistics are another topic that are important, but maybe we can talk about that more basic decision up front.  The statisticians will always say no, they want to be there on day one.



MR. CHAPEL:  Let me get some other people in the conversation.  We have tons of people that want to be involved.  David Murray, and then Carol.



DR. MURRAY:  I'm hearing a question about if we're assigning groups, do we analyze at a group level?  Do we analyze it on the individual level, or power at an individual level?  My views on that are pretty clear.  If the unit of assignment is a group, then the power calculation ought to be based on the number of groups, and the analysis needs to take into account the extra variation associated with the group.



Any analysis that ignores that extra variation associated with the group, or the limited degrees of freedom associated with the group, runs the very real risk of having an inflated error rate, and I don't think there are many statisticians that would debate that point.



DR. CAMARGO:  Yes.  We're not questioning that the analysis ultimately would involve those techniques, and we've done this sort of study before, and we've used those very techniques.  In our experience, it doesn't actually make much difference.



DR. MURRAY:  Like if you have small groups, small intraclass correlations, you don't pay much of a penalty?



DR. CAMARGO:  Yes.  But again, we certainly would analyze it and report it if we did this, using the appropriate statistical techniques.  But again, that gets us back to the planning of it.  Does that really influence the way you plan the study?



DR. MURRAY:  I think you need to plan the analysis based on the design.  So if you're going to have a nested design, randomization by group, you ought to plan the analysis to reflect that.  It may turn out in this instance that you're very fortunate that you're not paying much of a price for that, fine, that's great.



MR. CHAPEL:  Carol?



DR. MANGIONE:  Two points.  One is that based on the natural history of chronic asthma in adults, all of your patients are going to get better if baseline is when they're in the Emergency Room, because people with asthma only come into the Emergency Room when they're in really bad shape.  So I think that regression to the mean is something that is really going to bias you to the null in both groups.



The second thing, and I realize this conference isn't really supposed to be about the content of the interventions, but I have heard mention by other people in the room that this tends to be a mainly underserved, uninsured population.  So I guess I'd like to push the group a little bit to think about whether what you have designed is at all potentially sustainable in an uninsured population.  I think back to my very favorite ED study of asthma that I share with all my primary care residents, and I wish somebody would replicate.



This was a study out of Bellevue that showed that the most important thing for keeping an asthma patient out of the Emergency Room was ready access to the primary care physician by telephone.  I think that Kaiser jumped onto that study, and they have a phone center with a nurse, and patients with asthma call in and get guidance when their peak flows are falling, or when their symptoms are getting worse.



I'm really wondering if there is enough literature on low cost interventions that potentially are more sustainable.  It might be that an Emergency Room would be willing to pay for an 800 line to have asthma patients call in and have a nurse there with some algorithms to help them out.



The second thing is I think if I were sitting on the IRB, I would think it was absolutely unethical for an Emergency Room physician not to give a prescription for a corticosteroid to patients.  So I think that element to your design is completely unfeasible.



DR. CAMARGO:  Well, let me respond to that last comment, because I have direct experience on that.  We did a trial of inhaled corticosteroids.  We had the standard therapy, prednisone and albuterol in two groups, a randomized trial, where one group got inhaled corticosteroids, and the other one got placebo.  Let me share with you, and we've published this, the response of the 44 IRBs that reviewed that identical protocol.



One IRB said, as you did, that that was unethical to randomize somebody who clearly has chronic asthma and it is bad, to an arm that they get inhaled corticosteroids.  We then demonstrated to that IRB that at their center in the last two or three years that we have been collecting data, no one has gotten an inhaled corticosteroid.



But here is the key part.  Another IRB said that it was unethical to give inhaled corticosteroids to people with asthma in that setting.  So we had two completely diametrically opposed views, and in the middle was, of course, me and the investigative team, feeling like we were unethical butchers or something.  We actually published that paper just to demonstrate how views can differ so largely.



But that is what drives my interest in making sure that everyone gets the intervention.  Because I think if you don't give the intervention to one group, it is going to create a sense of denial.  And if you do a randomized trial, you can certainly circle back and give the intervention to everyone, but then that takes away one of the advantages of the randomized trial, which is the efficiency of only ramping up to 20 sites.



You mentioned some other comments about regression to the mean, and that certainly will happen, but hopefully in these study designs, we'll be able to still see differences, given that this group has two Emergency Department visits a year, and we can anticipate, again, from existing data, that at least 50 percent will have another Emergency Department visit.  So there will be plenty of outcomes for us to measure.  There may be regression of the mean, but the question is is there regression of the mean, plus some value contributed by the intervention?



MR. CHAPEL:  Back there, and then we'll turn it over to Larry.



DR. NORTHRIDGE:  This is a fun group to be in, because you get to learn a lot.  But I just wanted to make explicit another thing that I felt was implicitly mentioned a couple of times.  That is the implementation of your intervention is not a secondary consideration, it is core and key.  And so this tension that you're hearing, I think, between what is practical and doable, and what might be right for determining the outcomes, is a crucial discussion to be having.  But you'll have all sorts of implementation data.  I know I saw process on your slide, and the idea about sustainability, this is my view as scientists and scholars and physicians, that we are charged with doing the best job that we can, and showing what is possible.



And then, of course, it needs to be policy that changes to give you increased reimbursement.  So I think that sustainability is an important thing, showing what is possible, and how you can implement it is really key.  But

where is Roger?  I was having this discussion, the idea that our policy is separate from our research.  There needs to be kind of a link there, too.



So in terms of what it is that we're able to do, we have to make sure that we take really good account of all of the implementation and process data, and then whether or not it is sustainable, that goes beyond some of the people at this table.



MR. CHAPEL:  A real quick reminder.  If time does run out, we do have those cards.  We would ask you to write down any question we didn't get to on the card, and we'll look at them, and if there is sort of a pattern to them, deal with them before the next scenario.  Larry Fine, and then over here.



DR. FINE:  My question is really to Steve Brown.  The question is what is the advantage of a multiple baseline over the pre/post study design?  I think one of the things that influenced both Carlos and Sandra was the idea that the medical care system is so dynamic and unchangeable over time, that you really have to do it within one asthma season.  Because comparing one asthma season to another asthma season, in the first place, there are all the things that affect asthma seasons.  But also, there might be new regulations that would affect the Emergency Room, so that you had a need to really control those temporal, unexpected or unplanned variations.  It wasn't clear to me what would be the advantage of the multiple baseline over the pre/post.



MR. CHAPEL:  Iain, can we get Steve Brown on a microphone?



DR. BROWN:  Steve Brown.  I guess the only thing that I was thinking, Larry, was it would give you a bit of a control series prior to implementing the intervention in the individual asthma centers.  So the thought was to do it over one asthma season with staggered starts at monthly intervals or something like that.



DR. CAMARGO:  I think it fits a nice compromise.



DR. BROWN:  It is an estimate of the baseline.



DR. CAMARGO:  It is a nice compromise, which is to do it in one season, but then just do it September, October, and November.  That's a great idea.



MR. CHAPEL:  Do you have a comment on this?



DR. BIGLAN:  As I have been listening to this discussion, I have been thinking that I wonder if there isn't to some extent, a process here where you are looking under the lamppost for your keys, because the light is very good there.  You are studying the outcomes for individual patients, but isn't one of the key issues here getting the system to provide the kind of care that they need?



And so as I'm thinking about that, I'd like to take one of those EDUs at a time and see if I could really ramp up the quality of the care that they're providing.  I was wanting to jump in and say, well, multiple baseline design, except the seasonal problem creates difficulty for that.



I see this a lot across different areas of research where we know what efficacious interventions are for the patient populations, but we don't know how to get people to do those.  And so when we design studies, they are sort of a mix of well, we're going to try to change the practices to get them to be more efficacious, but we're going to study the outcomes with patients.



I think we're learning less, and developing less understanding than we could of how to change those practices, because those aren't the primary dependent variables in the studies that we try to do.  If I could just throw in one question that I have to ask, progressives are rising up this year like never before.  Do you have any idea how many people would be going into emergency rooms if there was health care for every American?



(Laughter.)



DR. BIGLAN:  I hope the day will come when people won't laugh at the thought that there would be health care for every American.



DR. CAMARGO:  I can tell you that it is going to be a lot less than 2 million.  No one really knows the number, but my sense in looking at other country's experiences is that it probably would be less than 500,000.  So you're talking about a lot of opportunity for improvement.



In response to your desire to sort of drill down on the elements that are most valuable, it gets back to your comment.  My fear is that we would study something and show no value, and then we're back to zero, with a lot of people in emergency medicine saying well, I don't want to do that, and then a lot of primary care doctors saying, how dare you refer my patient, and a lot of specialists saying, I don't want Medicaid patients.



So my fear is that if we don't give the Cadillac model, we will actually hurt this field.  And so it is a fallback that the worst will be like MRFIT, the best will actually have such a dramatic impact, that then you can demand reimbursement for something that has proven value, and then start to break it down.



DR. BIGLAN:  If I could ask a clarifying question.



MR. CHAPEL:  Briefly.



DR. BIGLAN:  Do you mean that if you don't show that the practices that you implement truly affect outcomes for patients, then you can't disseminate whatever practices you achieve?



DR. CAMARGO:  That's the concern.



MR. CHAPEL:  We'll make this our final question, so we can take a break.  Go ahead, question?



DR. STEVENS:  David Stevens from AHRQ.  Since the primary care physician is involved at least on secondary outcomes, and is part of the intervention about the forums, did you have a discussion about at least wanting to know the baseline characteristics of the primary care physicians of the patients who at least had one?  I'm wondering if it turns out that this causes a behavior change in the primary care physician, and some of the patients do not go back to the asthma center, but return back to their PCP.



DR. WILSON:  Well, you're right that one could add that to the measures, and that would be useful to keep track of the characteristics of the primary care physicians.  I had some experience analyzing data from a situation very like we're talking about now, in emergency departments referring to an asthma center, and even primary care physicians being willing to do that.



The thing that seemed to win the primary care physicians over in that situation was an absolute guarantee from the asthma center that they would not take on the chronic management of that patient, that it was time limited.  When the PCPs became convinced that that was the case, then they were willing to have these patients tuned up at the asthma center, and brought back to them.



DR. CAMARGO:  One curious outcome from this, some hypotheses for you.  One might be that urgent, unscheduled visits to the primary care doctor go up during our follow-up year, because the asthma center has taught them enough to know that this is a controllable disease, this is a serious disease, don't blow it off, tell your doctor.  It might be that then the primary care doctor becomes the primary avenue for making that long-term sustainable change.  So we have to understand who they are.  That's one thought.



The other thought which I would throw out is I think the most important modifier is going to be past health care utilization.  It might be that people who go two, three, four times a year to the Emergency Department will have wonderful value from this intervention.  But those who do six or more, which is a lot of them, will get no value.  And in that group, it is really what do you have?  You have case managers, and one by one, slog in the houses and trying to convince people to change.  This is all testable, and that would create an evidence base for referral, which is what this field needs.



(Applause.)



MR. CHAPEL:  There's a box there.  Again, if we didn't get to your question and you'd like to make sure that someone gets to cover it, just stick it in the box.



We're on a break now.  We'll be back in 10 or 15 minutes, please.



(Recess.)



DR. DOUGHERTY:  Well, it looks like we've created a community of interest here.  People can't stop talking to each other.



Our next scenario is on prevention of alcohol purchase and use by adolescents.  You can see the names of the group that worked on this, plus I'm sure Larry Fine and Barbara DeVinney.



We're going to have presentations by Dr. Ralph Hingson, Director of the Division of Epidemiology and Prevention Research at the NIAAA.  He is presenting on quasi-experiments.



Dr. Harold Holder will come next.  He is Senior Research Scientist of the Prevention Research Center of the Pacific Institute for Research and Evaluation, and he will present on staggered entry.  No pun intended, I assume.



(Laughter.)



DR. DOUGHERTY:  Dr. Bill Shadish, Professor and Founding Faculty of the University of California, Merced, will present the regression discontinuity design.



So thank you.



DR. HINGSON:  Thank you.  Good morning.

My co-conspirators on this are Hal Holder, Will Shadish, Gayle Boyd, Kathy Salaita and Ruth Shults, who are all down at the end of the table.



How many of you have teenage children?



(Show of hands.)



DR. HINGSON:  So this is probably a topic that will bear some relevance to you, particularly with prom season coming up, and so on.   Underage drinking is a considerable problem, as I'll be talking about in a minute, in the United States.  Many of the interventions that have been attempted to deal with this have either been individually oriented, where people try to change the knowledge, attitudes, beliefs and behaviors of one teenager at a time, or there have been family-based interventions.



What we're going to try to do this morning is talk about trying to intervene at a larger, more environmental level, at the level of the community.  What can groups of parents or a collective community do to reduce the problem?



The research question that we want to look at is can communities reduce underage drinking and related problems by reducing commercial and social availability of alcohol to adolescents?  That means reducing of sales of alcohol to people who are underage, or reduce the provision of alcohol to underage folks.



Oftentimes, parents will think that it is a good idea for them to have parties with their kids and provide alcohol to them in that sort of setting, rather than letting them run off into the woods and do it by themselves.  That would be an example of social availability.



Can these problems also be reduced by increasing enforcement of the legal drinking age, or what are called zero tolerance laws?  These are laws that make it illegal, and we have them in every state, if you're under 21 to drive after any drinking, or the enforcement of other related traffic laws.



In the United States, and in every state, it is illegal to sell alcohol to people if they are under the age of 21.  If we look back over the last couple of decades, you can see that there has been a marked decline in the proportion of fatal traffic crashes.  It was really the traffic crash problem that led to the passage in 1984.  Half the states had a legal drinking age of 21, and Congress passed legislation that would withhold highway funds from states if they didn't adopt a drinking age of 21.



By 1988, all states adopted a drinking age of 21.  We can see that over the last two decades, that alcohol-related traffic fatalities among young people, those 16 to 20, has essentially been cut in half.  The

non-alcohol-related traffic fatalities during the same time period has increased by about 40 percent.



If I were to be looking at this on a per-driver basis, or a per miles driven basis, both of these curves would be going down, but the alcohol-related fatality curve would be going down more than the non-alcohol-related fatalities.  It is interesting, actually, that the year that the last state adopted the age 21 law was the year that the proportion of fatal crashes that were

alcohol-related went from being the majority of fatal crashes, to being the minority of fatal crashes.



Ruth Shults led a team at CDC that reviewed interventions to reduce alcohol-related traffic mortality.  They identified 49 studies that had looked at the drinking age changes that had been published in scientific journals.  They found that when the drinking ages were lowered, there was about a ten percent increase in alcohol-related traffic crashes in the targeted age groups.  When the drinking age was raised, there was about a 16 percent decline.  That's summing all of those studies together.



The National Highway Traffic Safety Administration estimates that every year, there are about 700 to 1,000 lives that are saved as a result of having a legal drinking age of 21.  By 2002, we are talking about over 20,000 traffic deaths having been prevented, according to their calculations.  I think actually probably that's an underestimate of the benefit of raising the drinking age.



By the way, if we go back a couple of slides to note that a lot of this decline occurred from 1982 to 92, but since then, things have leveled off.  So a lot of the reduction was going on as the states were changing their drinking ages.  But once they had all done that, there seemed to be sort of a stabilizing.  That is what we want to do, is see if there is a way to start getting this decline starting to occur again.



As I was saying, probably this estimate of how many lives have been saved may be an underestimate, because there are many other health problems that are associated with underage drinking.  It is not just traffic fatalities, but underage drinking is related to other unintentional injuries, such as falls, drownings, burns, and so on.  Alcohol is a major factor in homicides, assaults, and sexual assaults.  We know that young people are more likely to have unplanned and unprotected sex if they have been drinking.



There is new research that shows that the younger that people are when they start to drink, the more likely they are to develop alcohol dependence.  All of these problems are associated with underage drinking.



The Insurance Institute for Highway Safety did a very interesting study in the mid-1990s.  They went here in Washington, D.C., and they had people who were under the age of 21 go to 100 liquor outlets and attempt to purchase alcohol.  What they found here in the nation's capital was that 98 times out of 100, they were able successfully to buy alcohol, even though it was illegal to sell alcohol to people under the age of 21.



I'm sure that this stimulated many of us to think about, well, maybe we can come up with better ways to enforce the law and have it have more impact than it was having.  The point is that it is not just enough to pass a law raising the drinking age to 21, but there has to be police and court enforcement of the law, and there has to be public education about why we have the law, and how it is going to be enforced, and hopefully that will change public perceptions about alcohol, the perceptions of young people about alcohol, create general deterrents, reduce drinking and driving among young people, and ultimately produce a fatal crash reduction.



This is an important question for a variety of reasons, and I want to give you a little bit of the background on it before we get into our study design, because it will help you understand why we're selecting all of the different measures that we are, as we put together our proposal.



According to the National Household Survey on Drug Use and Health, and this is conducted by the Substance Abuse and Mental Health Services Administration, the average age that people are beginning to drink in the United States is actually going down.  There is evidence that the younger that people are when they start to drink, the more likely they are as adolescents to become frequent, heavy drinkers.



We looked at the Youth Risk Behavior Survey that CDC does.  Those that start drinking at age ten or below are ten times more likely than those who wait until they're 17 or older, to be frequent, heavy drinkers, and to consume five or more drinks on an occasion at least six times a month.  Now, if I had five drinks in an hour on an empty stomach, I would probably reach a blood alcohol level of .10, which would make me legally intoxicated in every state in the United States.



If I consumed the same amount over a two-hour period, I probably would reach a level of .08, which would make me legally intoxicated in 47 of the 50 states.  So we're talking here about a dangerous level of drinking.  And of course, young women who might weigh less than I do would reach even higher blood alcohol levels.



There are about a million high school students who engage in this behavior, and if we look at 12 to

20-year-olds, there are about 2 million that are engaging in this very frequent, heavy drinking pattern.  In fact, some studies suggest that the overwhelming majority of teenagers who are drinking, are drinking at a level of five or more drinks, so the typical pattern is drinking to get drunk.



We know from the Youth Risk Behavior and other surveys, that those who drink this frequently, engage in a whole variety of risky behaviors.  According to the Youth Risk Behavior Survey, there are about 10 million drinkers, but as I said earlier, about 2 million who are drinking this frequently.  If we compare those frequent, heavy drinkers to abstainers, they are much more likely to engage in other risky behaviors that pose a risk not only to their own health, but to the health of other people.  So these frequent, heavy drinkers are at least four times more likely than abstainers to ride with drinking drivers, and 41 percent report driving after drinking compared to none, of course, of the abstainers, so they are more likely to be in traffic crashes.



If they're in a crash, they are less likely to wear safety belts, so they are more likely to be injured if they're in these crashes.  They're much more likely to carry weapons, carry guns, to be injured in a fight, and they're nine times more likely to be injured in a suicide attempt.  They're much more likely to use other psychoactive drugs, more likely to have multiple sexual partners, and less likely to use condoms when they have sex, so they're more likely to either become pregnant themselves, or impregnate somebody else, and they're much more likely to be getting mostly D's and F's on their report cards.



It is not to say that alcohol is the sole cause of all of these problems.  Oftentimes there is a complex sort of web of causation, particularly in injuries, where there are multiple factors that contribute to injuries, and alcohol is one of them.



I think the best known illustration of this would be the Princess Diana crash.  There were multiple things that happened.  The driver was drinking too much, but she wasn't wearing a safety belt, and there was speeding that was going on.  So alcohol wasn't the sole cause, but oftentimes if you can intervene at any one point in this web of causation, you can prevent the tragedies from happening.



How many of you saw the movie "Titanic"?



(Show of hands.)



DR. HINGSON:  There were like a dozen things that had to go wrong for that ship to sink.  If any one of those things could have been prevented, it is probable that those 1,200 lives wouldn't have been lost in the icy north Atlantic.



Well, that's sort of the same situation, I think, with a lot of these adolescent health risks.

Because alcohol is related to so many adolescent health risks and problems, in my view, it is a very logical and important problem to try to address.



There are approximately 7,000 alcohol-related injury deaths, both intentional ‑‑ homicide and suicide ‑‑ and unintentional ‑‑ traffic crash, falls, drownings, burns, overdoses, and so on ‑‑ each year in the United States, so it is a very important problem.  We think, for example, about 9/11, our society was turned upside down when we lost 2,800 people in New York City, and justifiably so.  But we're losing 7,000 young people every year in alcohol-related injuries.



There is also evidence that those who start to drink at younger ages are more likely than those who wait until they're 21 or older to experience a variety of alcohol-related problems.  Not only in adolescence, but it carries over into adult life.



Looking at the National Longitudinal Alcohol Epidemiologic Study, which was a survey of over 40,000 adults conducted by the U.S. Bureau of the Census for NIAAA, researchers have found that those who start to drink at age 14 or younger, relative to those who wait until 21 or older, are four times more likely as adults to become alcohol dependent, seven times more likely to be drunk on a weekly basis, and 12 times more likely to be unintentionally injured under the influence of alcohol.  They're seven times more likely to be in motor vehicle crashes because of drinking, and 11 times more likely to be in physical fights after drinking.



These relationships persist for a whole variety of variables that are related to starting to drink at a younger age, like drug use or smoking, or family history of alcoholism, and so on.  And so it appears that when the drinking ages were raised, it reduced injuries and fatalities among people under the age of 21.



Patrick O'Malley and Alex Wagenaar actually did a very interesting study, the Monitoring the Future data, where they found that not only were there reductions in drinking among people under 21 when states raised the drinking age, but when they went to those same states and did follow-up studies, they found that there were reductions in drinking in the 21 to 25-year-old age groups.  So there may be some carryover effect into adult life.



If that is the case, then it is important, because there are about 50,000 alcohol-related injury deaths each year in the United States, about 35,000 unintentional traffic injury deaths, and alcohol is a factor in approximately 40 percent of those, and in about 15,000 intentional injury deaths.  Alcohol, according to a meta-analysis of medical examiner studies published in the U.S. studies, Gordon Smith found that alcohol was a factor in about 29 percent of suicides that were alcohol positive, and 47 percent of homicide victims that were alcohol positive.



So alcohol is a major, if not the major contributor to the leading cause of death among young people in the United States, and injuries of ages 1 to 34 is the leading cause of death here in the United States.  So the projects that we're going to look at are going to try to see what communities can do to reduce the problem, and many programs around the country have encouraged the development of coalitions where you take multiple departments of City Government, the Health Department, School Department, Police Department, the Alcohol Beverage Control Commission, and have them work with concerned private citizens and organizations like Mothers Against Drunk Driving, the Chamber of Commerce, and local alcohol outlets, and develop comprehensive community interventions with multiple interventions such as school-based education, heightened publicized enforcement of drinking and driving laws and alcohol regulations, and screening in Emergency Departments.



Dr. Camargo has just published in the last two to three weeks a very interesting study that suggests that there are over 7.8 million alcohol-related Emergency Department admissions each year in the United States.  That's almost like the city of New York being admitted to an Emergency Department every year.  They found that the reporting by physicians is actually about one-third of what they actually saw.



There were about 300,000 Emergency Department reported visits among people under the age of 21.  If there is the same level of underreporting, there may be a million people under the age of 21 each year who are admitted to Emergency Departments with alcohol-related problems.



And then also the use of compliance check surveys, the type of studies that the Insurance Institute did where they calculated the percentage of buy attempts by people under 21 that resulted in sales, and then give feedback to the merchants and to the communities about whether or not they complied with the law, what proportion of buy attempts resulted in sales, and what the penalties are if they continued to sell to young people, and then the use of media advocacy to heighten public awareness about this.



The National Academy of Sciences has just this last fall released a report on underage drinking.  One of their recommendations was to develop a national media campaign targeting not young people, but adults, to make adults aware of the magnitude and severity of this particular problem.



The design that we propose, the one that I'm going to talk about, is a quasi-experimental design, not a random allocation of communities, interventions, and comparisons.  We decided to take intervention and comparison communities to be selected from the same state.  That would control for other drinking and driving laws, and regulations that might influence alcohol availability and consumption.



Our proposed method for selecting communities was to issue a request for proposals.  Communities would apply, and then we would select from those that had the highest or the best proposals, we would select intervention and comparison communities.  The idea here was that if you issued an RFA and got those communities with the best proposals, that they would have comparable levels of motivation.  We could then match those that received the intervention with those who didn't by population size, race, ethnicity, trends, alcohol-related traffic deaths, and single vehicle night injury.  Those are the types of crashes most likely to involve alcohol, and alcohol-related arrests for people under 21, a number of liquor outlets, Emergency Department alcohol-related visits and so on, so that we would have communities selected for intervention, and selected for comparison that were similar on characteristics that might influence the outcomes that we were going to look at.



The interventions would include community organizing and action around commercial availability, communities assessing their level of problems through school surveys, and through these compliance check surveys and arrest records, whether or not they had training programs.  Other interventions could include beer keg registration, where if people purchase beer kegs, they have to sign their name and pay a deposit, so if there is an underage drinking party, the police can find out who it was that purchased the alcohol for the young people.



We need to strengthen sanctions for youth attempting to buy alcohol, or possession of alcohol by youth, sales to youth, or providing alcohol to youth, and then enforcement of the zero tolerance laws, school policies to reinforce no use, and then the screening and brief intervention.



To evaluate this, we propose doing annual repeat cross-sectional surveys of youth and adults in high school, and it would be through self-administered surveys for those 18 and older, both people under 21, but older than 18.  We would use telephone surveys, probably random digit dial telephone surveys, but oversampling those in the 18 to 21-year-old group.



The surveys would look at frequency, quantity and variability of alcohol use, alcohol-related risk behaviors, such as driving while intoxicated,

alcohol-related fights, unplanned and unprotected sex, weapon use, suicide attempts, access to alcohol, awareness of access, parental attitude about the use of alcohol by young people, and the second-hand effects of underage drinking, such as property damage, assaults, and sexual assaults.



Henry Wexler of the Harvard School of Public Health has done a series of national college surveys on drinking, and includes in those surveys, questions about since the beginning of the school year, have you been assaulted by another drinking college student?  Or have you experienced a sexual assault or date rape perpetrated by another drinking college student?



If we project these results out to the samples or populations he's trying to sample, there are about 600,000 college students every year in the United States who are assaulted by another drinking college student, and about 70,000 to 80,000 date rapes perpetrated by another drinking college student.  So we feel it's important to find out not only the harms that drinkers are causing to themselves, but also the harms that they pose for other people.



This helps to create sort of the political leverage that's necessary to implement the types of programs that we're talking about, and we felt that it would be important to include that in these types of studies.  Also in addition to the telephone and the

school-based self-administered surveys, the compliance check surveys would monitor alcohol-related arrests and driving while intoxicated arrests to go into existing data sources like the Fatality Analysis Reporting System.



Every fatal crash in the United States is reported in a similar fashion through a national database that can be broken down at the community and state level, as well as national level, and we would look at fatal crashes according to the age of the youngest driver.  How many involved drivers under 21 relative to those who were over 21 that were alcohol-related versus non-

alcohol-related?  We could do time-series analysis beginning five years before the implementation of the program, and follow them five years after the program took place.



Similarly, at the state level, we could go to the states.  Each state has a motor vehicle crash record to look at crashes in general, and crashes involving injuries, but not necessarily fatalities using a similar type of design.  They don't have as good testing of injury crashes and all crashes for alcohol as we do with the fatal crashes, but single vehicle nighttime crashes, when people have done studies and have done testing, about two-third of these involve alcohol, relative to about one-third multiple vehicle daytime crashes.  So this is a surrogate measure for alcohol involvement.



We also proposed looking at hospital discharge data for alcohol-related intentional injuries according to the age of the people injured, and we could do longitudinal surveys of youth giving screening and brief intervention.



There could be some mediating or intervening variables that we'd want to take a look at, such as how stringently the laws were enforced, laws about selling to minors, or providing alcohol with zero tolerance.  We would want to monitor if there is any change in the level of concern among adults in these communities about underage drinking and support for these various policies, parental rules about alcohol, and the extent to which they monitor those rules.



We could also look at formation of the various task forces within the communities, who is participating, what organizations are involved, and what actions are they taking.  We could look at media coverage, you can do media monitoring of newspapers, TVs, and outlets to see whether or not the amount of coverage and the content of coverage changes dealing with youth access and alcohol problems.  We could also monitor the percent of on-premise and

off-premise staff who are trained to check for IDs and whether or not that is reducing sales to younger people.



We could find out whether or not these communities take action as exhibited by passing ordinances that would increase fines for selling alcohol to younger people, whether they reduce their alcohol outlet density, and the numbers of places where young people can buy, and the age that you can be when you sell alcohol.  This is penalties for sale and provisions of alcohol to minors, and the keg registration and use/lose laws.  Those are laws where young people are caught using alcohol, and they lose their driver's license.



The design that we proposed was a repeat

quasi-experimental design.  This would be the community with the interventions being implemented.  We would do surveys prior to the start of the program, and then annually after the program began.  We'd also do compliance check surveys prior to the beginning of the program, both in intervention and comparison areas.  And then we could do time-series analysis of arrests, hospital discharges, and the various crash outcomes, again, five years before and five years after, both in the intervention and comparison communities.



Now, with any of these quasi-experimental or randomized trial studies, there is a whole series of threats to validity that we would need to take into account, and I won't sort of bore you with a list of threats that you all are probably quite familiar with.  But I think it is quite important in interpreting the results of this study that we assess whether or not any of these were issues that had to be dealt with.  Do we have adequate sample size?  Did we lose people over time?  Were the communities that we picked relative to the comparison communities alike at the beginning of the program, and so on.  We would want to take into account threats to external validity, as well, when we do our analysis.



Now, just a couple comments about the strengths and limitations of this particular design.  Obviously it doesn't have random allocation to intervention and patrol communities.  We were proposing repeat cross-sectional surveys, not a longitudinal study where one could find out which subgroups of teenagers are being most affected by this.  We didn't plan in our study to look at the sustainability of the programs.



We know that oftentimes these programs get started, but when the federal funding dries up, they don't continue over time.  So an important question, I think, is can communities maintain these programs once they get them started?  I think a related question would be what is the impact not only on adolescents, but this notion of a carryover?  Is there a carryover effect if you reduce drinking among people under 21 in reducing alcohol problems when they're above the age of 21?



Given the sort of scenario that we were given about how much funding was available, we felt that we wouldn't be able to identify enough communities to have a randomization that would work.  Oftentimes, randomized trial designs sort of have predetermined interventions.  This sort of approach, I think, is more of a real world one, where communities can decide as they go along what types of interventions they want to implement.  And there are questions about if you do an experimental study, whether denying interventions to the control communities may be unethical.



I know certainly in work I've done, that communities we designated as comparison communities went out on their own and sought grants and funding to implement intervention.  So the real-world situation of community studies are truly no intervention comparison communities.



Sort of to let you know where the field is, there have been three or four community intervention studies that have been done.  The first one that I'm going to mention was done by Alex Wagenaar and his colleagues at the University of Minnesota.  This was a trial where they randomly allocated communities to either be intervention or comparison communities.



They found that this type of study produced an increase in outlets checking for age ID, a decline in sales by bars and restaurants to minors, a decline in the proportion of 18-year-olds who were seeking to buy alcohol, and a reduction in the proportion of older teens who were providing alcohol to younger teens, because that's how most teenagers, by the way, get alcohol, and a decrease in the proportion of respondents in their surveys under 21 who drank, and they had a significant reduction in drinking and driving arrests.



Hal Holder, and Hal can tell you about his own study in greater detail than I can, did a very nice study.  It was published in JAMA, where they had achieved about a 10 to 11 percent decrease in single vehicle nighttime crashes, and a 42 percent decrease in Emergency Department alcohol-related assault admissions.



I was involved in a study in Massachusetts where we got about a 25 percent reduction in traffic deaths relative to the rest of the state over a five-year period, particularly pronounced reductions in alcohol-related fatal crashes.  All of the program cities, and we had six of them, had greater fatal crash declines than the rest of the state, and most of the declines, or the largest declines, were in the 15 to 25-year-old age group.



So there is some evidence out there that these kinds of interventions can work.  I would say the common denominator of these three programs is that they all collected data and provided data back to the communities.  The communities were getting sort of mid-course information, and actually even baseline information, so it helped them to target what their interventions were going to be, and helped them to assess as they were going along, whether or not their interventions were working.



So that is the design that I've proposed, and Hal now can tell you about some alternative designs that he would propose.  Thank you.



DR. HOLDER:  Mine is much shorter, but Ralph provides important background.  We're looking at an alternative design, and I would make a couple of comments before I present design that talks about both designs in a way.



I guess all of our fields think that we're special, but we at alcohol know we're even more special.  One of the things is that we're working with a legal product that is used by a lot of people safely and healthfully, including a lot of people in this room.  But there are other people, who might also be in this room, who also have problems.



There are two kinds of problems.  One of the stereotypes around the prevention area that is laid on us, if you will, is that most of the problems involving alcohol, involving drunks and alcoholics, and the data doesn't support that view, is that it is very clear that dependent persons do individually have the largest numbers of aggregate problems as individuals.  But collectively, they do not represent the majority of the source of problems in the community that we have to deal with.



A good example of that is even in a lifetime, an alcoholic can go through heavy intoxication and never be involved in a crash.  But you take an 18-year-old or a

16-year-old who is an inexperienced driver, and you put the combination together, their crash risk goes up dramatically.  So it is not just that we can put the nexus of our problems on the individual, and therefore, as Ralph has laid out, we are much more interested in what we would call system level changes, because it is the system that yields the problem.



It would be impossible for us to identify in a community population, all of the at-risk individuals, because there are shifts in time.  One style of drinking under one context could yield a problem, a crash, an assault, and in another case, not yield that with the same individual.  So we couldn't just say let's identify all the heavy drinkers in the community and let's fix them, or let's use simple education to fix them.  So just setting that background is why we are interested in a system, or community level interventions.



The design that I'm going to discuss has a couple of mini-rationales.  One of them is that a simple issue of documentation, that when one goes to the Review Committee, there is an expectation that we're going to have signed agreements of participation, and any kind of signed agreement of participation increases local awareness, and frankly, expectation, which has both an ethical and scientific challenge.



The first one has already been mentioned, and that is the systematic denial of an intervention.  To my knowledge, and Ralph could correct me, in the area of alcoholism treatment, there has not been in the last decade, a single randomized controlled trial where people were systematically denied treatment for alcoholism, if identified to be a problem drinker.  So we are beginning to deal with that problem under that context, and we have the same challenge in a community context.



Here is a favorite one.  Communities, as I often say, unlike college freshmen, really learn very quickly.  If they are denied an intervention, it is very likely, as Ralph has mentioned, they can create their own intervention.  In fact, once you begin to enlist them in a trial, depending on your selection criteria, they become informed about possibilities they may not have thought of before, so these are issues for us that lead to the second design.



Using basically the same design that Ralph outlined, taking ten communities, and in this case, giving half of the intervention in the first part of the intervention process, usually in the second year, and the communities that are not selected can be promised that in subsequent ways of intervention, either selected randomly or systematically, that they are going to get the intervention.  That, in a way, delays the reaction, and the community takes its own action.  It is not a perfect protection against that confound.



As I said, the selection in the subsequent initiation could be by whatever technique you prefer.  It does require consistent and parallel outcome measurement and process measurement across all communities over time.  I think that comes up particularly when you look at any kind of design, but particularly for say an interrupted time-series, which we do have the possibility of undertaking in the alcohol field, because there are some archival measures for which we have very consistent data, and Ralph mentioned some of them.



It is important, either way, to know what are the dates of actual implementation of the interventions, because we are turning this over to the community, and the dosage and the strength of the implementation.  It is not a linear process.  The first date that you say, begin to work with the police on increasing enforcement through training or equipment provision, is not necessarily the date that that goes down into the field and practiced.  Some police departments may implement it very rapidly, others may stagger it over time.



For us, it enables a test of sufficiency of the intervention.  That is, we can get something in the

short-run compared to the longer run.  This is the simple design, it is just shown here as a linear process of implementation, the first line as Ralph had, is the first wave of experimental, then subsequent waves through other communities.  I'm not sure that it is feasible in a practical way to introduce, as you see here, an intervention between the fourth and the fifth year.  That just may not be enough follow-up time.  But it does give on the possibility of examining, as I said, short and longer term exposures to the intervention.



Now, this is a simple comparison of tradeoffs, but many of these have been discussed already, comparing RCT, in our case, the Design 1 and Design 2, and what has already been mentioned is that for RCT for us, it requires a considerable candidate pool.  This is particularly important because alcohol problems, let's just take crashes, do not have the same pattern in every community.



Every community in the United States does not have the same trending in the community.  Now, some of that you could handle in theory through a large pool with randomization.  But what is the pool?  It is certainly bigger than five, in my judgment.  But it is going to require a large pool to allow for the variation.  It is not just that there is an upward or downward slope.



Design 1 does permit a trial with fewer cases, that's important to us from a cost point of view, and a management point of view.  It enables communities to develop interventions which match their values and norms.  And here is the challenge as we all know it.  Working communities, because the community needs to be involved, even if it implements the basic elements of your trial, and that is what all of the community trials are requiring, they may implement it in a schedule and in a forum that varies.  So that if you want it to be taken powerfully by the community, that's required.  Design 2 has the same feature.



Under the area of controls, again, as I said, it is possible to have even with random assignment, mismatched either pairs or comparison groups, if you are matching community to community where you haven't allowed for the controls.  To match a community that has a different trend and an outcome variable with an experimental community, could well produce an incorrect conclusion.



The Design 1 does enable that to occur, because you have an experimental control population.  It is much more difficult to do that in Design 2, because in principle, all of these communities are going to be eventually comparison communities, and you may not be able to achieve a community matching design.  The ethics issue, which is the one I've already mentioned, the denial of the intervention can produce, even in an RCT, some moderate risk from contamination as people learn about it.



Our trials all dramatically use news.  When you get in the same state, it is almost impossible to create a sealed sphere where news about what one community is doing is not carried over to another community.  Under Design 1, under ethics, again, there is a denial of intervention, as Ralph has mentioned, and some moderate risk of contamination, but certainly less so than Design 2.



In Design 2, there is no denial of an intervention, but there is a dramatically increased risk of contamination, and that's why I believe we need consistent, parallel measures in allowing for date and strength of intervention dosage, if you will.  Attribution, if randomization is fulfilled, we won't debate whether that can be done in practice, and there is no contamination, then it is easier statistically to attribute effects.



Under Design 1 and Design 2, because we don't have that condition, there are much more statistical and analytical demands placed on us, as well as multiple measures.  I would just make as a comment, no matter the condition, no matter the design, multiple measures that in a way begin to triangulate the outcome measure or measures that you're concerned with, increases the confidence that we might have on the attribution of effect.  That's it.



(Applause.)



MR. CHAPEL:  Will's going to offer some comments.



DR. SHADISH:  Right.  Thank you.  I was originally asked to be a discussant on this scenario.  In the process, I made the mistake of mentioning the regression discontinuity design, and our leaders decided since no one else had mentioned it, that I ought to present something on the regression discontinuity design.  So that's what I'm going to do, and I'll do some discussion later.



First, let me give you a little background that I didn't put on the slide.



DR. GREEN:  Will, could you just point out that your slides are under another tab?



DR. SHADISH:  Yes, they're under another tab.  They're under the Exploring the Tradeoffs tab.  I didn't realize I was making two presentations here.  I only sent them one.



MR. CHAPEL:  (Inaudible.)



DR. SHADISH:  Of the alcohol scenario.



MR. CHAPEL:  (Inaudible.)



DR. SHADISH:  I'll present it again, right.



Some background I have not presented in the slide, but it is worth knowing about, is the design was invented by Thistlewaite and Campbell in 1960.



Talk about small worlds.  I went to Grapeseed, which is a restaurant in Bethesda, and the maitre d' there was the son of somebody whose roommate was Thistlewaite, this actual Thistlewaite.  So, small world.



But the design has been reinvented independently by a number of people in a number of different areas.  In medicine, for example, Joe Cappelleri has published extensively on this under the rubric of cutoff-based designs, and I can give you references on it.  Donald Rubin in 1977, under the rubric of assignment based on a known covariate.  Goldberger, who was an economist in 1972.  It is also in Lord and Novick under the rubric of selection bias in measurement theory.  There are lots of other ones as well.



What is the principle behind the design?  Tom mentioned this design yesterday, and he mentioned what the key principle is.  The key principle is that any time you have a complete model of selection, you can adjust for selection and get an unbiased estimate of the size of the effect.  In general, that's not a principle that's debated among experts in the field.  The difficulty is you usually don't, absent random assignments, have a complete model of selection.



This is the one case where you do.  Units are assigned to conditions based on a cutoff score on a measured covariate.  That's how it is done.  For example, in the context of the alcohol scenario, communities that exceed a certain cutoff on arrests for drunk driving for young drivers per 100,000, receive treatment.



With the comparison condition, my colleagues have already discussed the issues involved.  We'd have to select an appropriate comparison collection.  The effect is measured, and this is crucial, not as the mean difference between the two groups, as it is a randomized experiment.   Let me give you some pictures to help.



This is a simple scatter plot on the horizontal axis.  You have the assignment variable scores, which if you remember from the previous slide in this case, was going to be arrests for drunk driving for young drivers per 100,000, and the vertical access is whatever your outcome measure is, post-test scores.



In the absence of a treatment effect, forget that line going down the middle there for a second.  Everybody has seen a scatter plot.  This is not an unusual statistic to you.  There is a relationship between alcohol arrests and alcohol fatalities, for example.



Now, imagine that line marks the point of cutoff, the cutoff being the point at which communities are assigned to conditions.  If there is no effect, you expect a continuous regression line.  If there is an effect, you expect a discontinuity in the regression line.  The size of the effect is measured by the size of the discontinuity in the regression line.



One can approach this in two different ways. Statistically, you get an unbiased testament of the size of the effect, with some assumptions I'm going to come back to in just a second.  Based on the principle just for the known code variant, the error term, and the expectation of the error term is orthogonal to the terms in the treatment, that's sufficient to get an unbiased estimate of the treatment effect with an assumption.  I'll come along with it in just a second.  Or you can just forget the statistics and look at it logically and ask yourself, how would you explain that discontinuity in the graph?  What's the alternative explanation for that?



We know that the relationship is supposed to look like this, and it doesn't, it looks like this.  How did you get there?  My little comment earlier about your design, what does the assignment variable have to be?  Well, on conceptual grounds, there is a lot of attractiveness to using a measure of need for the intervention, so that communities with a higher need for the intervention get the treatment.



But there is also the opposite.  There is merit, for example, the National Merit Scholarships are given to students who exceed a certain level on a known

covariate.  But the fact of the matter is, it can be any known covariate.  Remember, random assignment is completely unrelated to the outcome variable.  You can have an unrelated assignment variable here to the outcome variable, and in fact, Cain and other economists following up on Goldberger's work, suggested order of entry.



Now, there is a disadvantage to order of entry.  You are going to do better with an assignment variable that is correlated with the outcome variable, on the principle that covariates that are correlated are going to give you more power.  But it is not necessary to do that.



Advantages.  When properly implemented and analyzed, the regression discontinuity design yields an unbiased estimate of the treatment effect, and there I refer you to Donald Rubin, but there are lots of other references I could give you.  Again, it is not a matter that is debated among experts in the field, and communities are assigned to treatment based on their need for treatment, which is consistent with how many policies are implemented.



Disadvantages.  Statistical powers considerably less in a regression discontinuity design than a randomized experiment of the same size.  So careful attention to power is crucial.  And I would add, by the way, that I have not seen in the literature any treatments of power in nested designs with aggregate-like communities for the regression discontinuity.  However, my guess is that the issues are identical to what they would be in a randomized experiment.  This is not a justification for somehow ignoring nesting, and we would have to work that out.



And second, and this is the assumption that I was talking about earlier that is crucial.  Effects are only unbiased if the functional form of the relationship between the assignment variable and the outcome variable is correctly modeled, including non-linear relationships and interaction terms.



Now, to again give us pictures.  You can get a false discontinuity between the regression lines if the underlying relationship between the assignment variable and the outcome variable is curvilinear, which you can see is curvilinear here, it goes up, comes down, goes up.  If that were the underlying absent treatment, the underlying functional form, and you failed to model that correctly, you would get a discontinuity right here that is an artifact of a failure to model the functional form correctly.  I'll come back to that in a second.



Let's look at some other examples.  You can also get it if you have an interaction between the assignment variable and treatment, and you fail to model that interaction.  So here, we see that for those not receiving treatment, there is a regression line here.  For those receiving treatment, there is an interaction between the assignment variables, such that those at say higher need levels, get a bigger effect from the treatment.  And so the regression line should look like this with the interaction, but failing to model that interaction, it looks like this, and you get a false discontinuity here.



Properly analyzed, if you analyze the interaction term correctly, and there is an effect, this is an example of where there is both a treatment effect, a main effect, and an interaction here, and if you model that correctly, you show the interaction, and you get a correct estimate of the discontinuity.



Somebody reminded me that pretty pictures are nice, but I ought to give some people some real-world references to this.  Since most folks here are more in the medical public health area, here is a couple of examples of references where this has been used in the medical literature.  If you don't have time to copy them down, I can show them to you later.



Don't forget Joe Cappelleri's work, which is pretty extensive, in Statistics and Medicine and ‑‑ what's the other one? ‑‑ Controlled Clinical Trials have published Joe's work.



An example, this one is the Medicaid examples that Tom Cook referred to yesterday.  Here, the example shows that the assignment variables income level, in this case, it happens to be grouped together just for convenience for displaying the graph, but the data can be analyzed at the actual level, and this is visits with physician per person year, where if you were eligible for Medicaid, the visits went up dramatically.  Otherwise, they follow a nice, neat regression curve.



There are some issues statistically with the assignment variable, especially when you have a variable with only one observation below the cutoff line.  There are some ways of addressing that, but it is clearly going to be a whole lot less powerful.



Let me comment as an aside on power.  In regression discontinuity, the source of the loss of power is the fact that the assignment variable is co-linear with the treatment variable.  That's not the case in randomized experiment.  The assignment variable there, at the toss of a coin, is always unrelated to everything on expectation. In a non-randomized experiment, let's say a non-equivalent control group design, you can compute power two ways.  Either modeling selection, or not modeling selection.



The best way to do it is to model the selection process.  Otherwise, you've got all sorts of selection biases.  Once you model the selection process, power for the non-randomized experiment drops in exactly the same sort of way that it drops here.



Improvements to the design, there is lots and lots of variations on this design that are interesting.  Modeling the functional form is a key problem, it can be improved if it can be observed prior to the implementation of treatment, if archival data is used.  So if I have both the assignment variable and the outcome in an archive before the time the treatment was curved last year, say, I can look at the functional relationship and model it ahead of time, and then detect changes as a function of changes from that functional relationship.



Using all the standard methods to improve power, it is possible, adding covariate, for example, this is just like a randomized experiment in that respect.  Whatever you can do in a randomized experiment to improve power, you can do here.



Combining randomized and non-randomized designs.  This is an example of combining a randomized and a non-randomized design with a cutoff interval, rather than a cutoff point.  In some cases, with need, there are cases at the upper end of need where everybody agrees they need the treatment, cases at the lower end where everybody agrees they don't need the treatment, and cases in the middle in a cutoff interval where people say, I'm not sure whether they need the treatment or not.



One option is to randomize those people in the middle, give treatment to everybody who we are sure needs it, and not treatment to those we're sure don't need it, and this will improve the power, combining those two kinds of designs together.



Using regression discontinuity as a design element.  A couple of things came up during the course of discussions today and yesterday.  Often in a randomized experiment or quasi-experiment, we use cutoff criteria.  So, for example, in the talk you gave this morning, there was some measure of those who had smoked more than 20 packs of cigarettes per year were out of the study.  That's a quantitative cutoff, treat that as a regression discontinuity design.



If measurement is cheap, if you can measure the outcome on those people who otherwise would not be in the experiment at all, you can improve the power of your design substantially.  Or, another suggestion that has been made, are boosters.  So imagine, for example, that certain patients are performing at a low level on the outcome variable, and it is a continuous outcome variable where you can set a cutoff and say, those people who are performing at such a low level that they need more treatment, we're going to give them a booster session.  Then you've got a regression discontinuity design on the end of whatever it was you had before, randomized or non-randomized experiment.



Summary.  So of the designs being considered for this alcohol intervention, regression discontinuity is the only one that yields an unbiased estimate.



It can be used with both archival data and original data, but there is a question about whether it can be implemented with sufficient power in this case.  Remember the analyses yesterday that were presented by Henry Feldman on power for time-series, and how powerful time-series was?  That's likely to be the case here as well.  I'm a great fan of the time-series design.  It is an open question as to whether the design would be more powerful than this, so you've got a tradeoff here between power and an unbiased estimate.  So I am not saying, by the way, this is the best design for this scenario, it is just one option.  But sometimes it will be.



That's it.



(Applause.)



MR. CHAPEL:  In the time allotted until we need to leave for lunch, which is probably about 15 minutes or so, so we can stay on target, let me ask for questions for clarity first, as always, and then questions about the different design alternatives offered for this scenario.  Again, if we do run out of time, remember, we have cards, and we'll be looking at those over lunch to see if there is some pattern to them that we want to make sure the group gets to discuss.



DR. GREEN:  Just for clarity.  I wasn't sure I caught this.  What was the primary outcome variable?  Or does it matter in this case?



DR. HINGSON:  Well, I think that it depends upon if the investigator can determine in advance which of several variables are the ones that are most important.  I think that probably the alcohol consumption by people under the age of 21 would be the primary one.  But as Hal said, in these kinds of studies, it is very important to triangulate.



So we want to do the proportion of buy attempts that result in sales, does that occur?   If that occurs, is there also a reduction in consumption?  And if there is a reduction in consumption, is there a reduction in driving after drinking, and alcohol-related fatal crashes involving people under the age of 21?



DR. GREEN:  No problem with multiple measures.  Do you need a primary one, though, on which to power the study in either case?  So you're declaring which that is, and that is the underage drinking rate?



DR. HINGSON:  I think the underage drinking rate would be the one that would make it easiest to do this type of study, because fatalities are so much more rare than consumption.  We have good data that show that increased consumption is associated with fatalities.  So one could do studies to find out if these kinds of interventions work without necessarily having the fatality outcome in a less expensive fashion with power on the assumption that these relationships that we know in general will hold in these types of communities.



MR. CHAPEL:  Peter?



DR. BRISS:  Peter Briss, CDC.  This is for Will.  I have got notes on experience with regression discontinuity.  A clarifying question for me is are you looking at just bivariate relationships?  Or is this controlling for other covariates?



DR. SHADISH:  Either/or.  The basic design, it looks just like a randomized experiment regression, except it has got the assignment variable in there as well, so you may or may not put in additional covariates.  If you do, you're going to increase your power if they're related to the outcome variable.



DR. SIMONS-MORTON:  Denise Simons-Morton.  I'm having a conceptual and logical problem about something that has come up several times, especially this morning, and also yesterday.  That is comments like people who need the intervention, or the ethics of denying the intervention.



It seems to me that the reason you want to test the intervention is you don't know if it works.  So statements like that imply that you do know that it works, and if you do know that it works, then there is no reason to test it, it seems to me.  So I'm having a logical problem with any design that says you need to give people the intervention, because they deserve it or they need it.  I just don't understand that logic.



DR. SHADISH:  Well, the need one, I think is pretty straightforward.  Whether the treatment works is orthogonal to whether someone needs it.  You may be able to assess the need for treatment with a great deal of accuracy.  But I agree, you may not know whether the treatment works.



DR. SIMONS-MORTON:  They need something.



DR. SHADISH:  We know they need something.



DR. HOLDER:  Yes, I would just comment, too, that it is not just that you deny a community an intervention, it is also do you have an ethical responsibility.  Even with full disclosure, they may not be selected for the experimental condition.



If you've activated a community, and I don't mean by one individual, you have activated a group in a community to do the kind of work you need to do to prepare them for being a possible experimental site, and then you say, sorry, folks, you don't get it, that begins to feel unethical to me.  It is not just that you give a placebo as a way of protecting yourself and your confound, as you might do in a drug trial.



MR. CHAPEL:  But again, to get at Denise's question, you're not asserting that you've got this great thing to offer them, so everybody has to get it.  Rather, you are asserting that you need to do something because of the imposition on them to engage.



DR. LANIER:  I've been wondering about the possibility when you randomize communities and the worry about denying interventions to the control groups.  Could you have a different intervention for the control group?  For instance, an intervention focused on smoking cessation for the control group for the one on decreasing alcohol intake?  So neither of the communities feel denied, but one can serve as control for the other.



DR. GREEN:  Could you identify yourself?



DR. LANIER:  Yes.  David Lanier, AHRQ.



MR. CHAPEL:  Do you want to comment back to that?



DR. HINGSON:  I think the answer is yes, of course you could try.  NIAAA had a panel a couple of years ago looking at college drinking problems.  There were a group of investigators who were very much taken with this screening and brief intervention type of approach, and another group that were sort of environmentally oriented.



Well, you could have some communities where you ramp up the screening and brief intervention in college settings and test that out, relative to some other communities where they do environmental types of interventions.  I think we'd learn a lot from that type of study.



MR. CHAPEL:  Mary?



DR. NORTHRIDGE:  I just wanted to say that as anyone who has been involved in work like this knows, she has changed the process, the notion that practice informs research, and research informs practice.  One of the things that happens is you go back in the discussion, and people make comments such as the one you just posed, which sounds okay theoretically.



But there are so many ethical conditions that come up all the time, such as comes with very limited resources, where are you going to best apply them, and things of that sort.  So I do think that we have to be beyond just this is what the IRB considers to what the norms and values of the communities are, and the systems that we work in.



We all make choices every day based on our limitations as researchers, practitioners, and within the systems that we work in.  That is why I love listening to Carlos and others who have actually been engaged in trying to do it, and have come up against these things.  Because what I would have considered five years ago to be a beautiful design just after being thumped a number of times about, this doesn't work well with us, this doesn't work well with us, why wouldn't you go this way.

Those who have been in practice have a lot to teach us about some of these issues that they come up with time and time again.



MR. CHAPEL:  Yes?



DR. DES JARLAIS:  Don Des Jarlais.  In response to the question about the ethics, often what you're studying in these big communities trials is not doesn't intervention work, yes or no, but how well does it work?  So you do really go in with some idea that this is going to work, but you really want to get an idea of the effect size.



Given the horrible implementation issues and cost issues, you want to see a big effect, so you really do believe the intervention is going to work, and the research question is more how well it works, rather than just a simple yes/no.  A second comment from having worked on a study like this for illicit drug use is that you can think of the number of communities as a power analysis for Murphy's Law occurring.



(Laughter.)



DR. GREEN:  Tom, could I just interject briefly?  The last two speakers, Mary Northridge and Don Des Jarlais, have only been able to join us today, and we're very pleased to welcome you.  For Don, you have in the back of your packet the last tab, a summary of the TREND statement that was published in the March issue of the journal that Mary is the editor for.



DR. NORTHRIDGE:  That Deborah carries with her everywhere.



MR. CHAPEL:  Let's stay on this part of the topic for a little while.  Harold?



DR. HOLDER:  Yes.  I just wanted to follow up actually with that comment, there is another part.  It is just not that you are systematically denying an intervention that doesn't work, you are also asking the community to prepare itself to be considered.  And so do you actually begin to confound your own study if you say using an RCT design by actually getting communities ready to move, and then not select them for a condition?



I would suspect, based on my experience, that there are selection biases of communities who would agree to this, that they would agree to come to the table, mobilize their community, and then risk the possibility of not being selected.



MR. CHAPEL:  Peter?



DR. BRISS:  I wanted to follow up on David Lanier's point about the sort of different interventions to the different groups.  I suspect that there might be a message for funding agencies here.  I suspect that one of the reasons that this kind of study doesn't happen very often is because funders don't work across silos as well as we perhaps could.



So you can imagine hypothetically that you could run an injury intervention in one arm, and a smoking intervention in another arm, and that would be great for a variety of reasons.  I suspect that funding agencies could benefit by thinking about how better to do that.



MR. CHAPEL:  Let me let Denise back into the conversation, since she started us here, and then Tony, and then over here to Carlos.



DR. SIMONS-MORTON:  I just wanted to follow up on the whether it works or not issue.  We have done multiple community trials funded by NHLBI community or school-based trials that everybody "knew" that the intervention worked when we started them.  And then it doesn't.  I mean, it doesn't on the primary outcome, or the results are only a limited success.



And so I think any kind of a priority assumption about whether something is going to work or not, yes or no, I just don't believe any more.  And so to me, it is not a question of how much it works, it is a question of whether it works or not.



DR. DES JARLAIS:  How much can be very close to zero?



(Laughter.)



MR. CHAPEL:  Tony?



DR. BIGLAN:  I wanted to ask.  You reviewed some of the evidence that you alcoholic guys have in your unique way of doing research at the beginning of your talk, Ralph.  It struck me that I have the impression that the alcohol research that you've done has had a fairly distinct effect on policy and practice.



I'm interested in that issue, because if that's true, here is an example where non-randomized designs have been influencing public policy and practice.  And in the sense, what this is all about is how do we get designs that in fact do change practice for public health?  Could you comment on that?



DR. HINGSON:  Yes.  Actually when I think about the work that I've been involved with, that has had the most policy relevance, or has produced the most change, it is studying the effects of different laws.  You can't, despite the best intent of our legislators, randomly allocate laws to different states or to different communities.



So we are in a situation where we have no alternative but to use these types of quasi-experimental designs and hopefully take into account various types of selection biases in selecting who gets compared to whom over time, and the notion of matching.  Let's say if it is an alcohol-related fatal crash, if your outcome is matching states that receive an intervention with those who haven't adopted it on preintervention trends, to make sure that you're comparing like with like.



MR. CHAPEL:  One second.  On this topic?



DR. HOLDER:  Yes.



MR. CHAPEL:  Okay.



DR. HOLDER:  Just to confirm, because it will set up the afternoon speaker, most of the prevention research in the U.S. has been all policy change, in relative terms, and we've been a big user of interrupted time-series analysis.  Part of it is because we have these long, archival data sets, and also because it helps us with this kind of policy analysis.



MR. CHAPEL:  Carlos wanted part of the discussion of this last discussion on ethics.  Did we get to your point, Carlos?  Or do you still have a point you want to make?



DR. CAMARGO:  You did touch on it.  I just wanted to with the example of asthma from our group, demonstrate the same principles.  I think from society, the Emergency Department is the screening tool that labels someone as having sufficiently bad asthma, that from the perspective of the outside world, us, now in this room, we say oh, of course, everyone there should be treated, they should get this, we know it works.



But from the people within that system, they see the diversity right in front of them, the diversity of severity of illness, of motivation, of adherence to prevention, and they probably have much more of the skepticism that I heard, about our ability to change things.  So I don't see it has to be one or the other.  It is a combination of demonstrating value, but also demonstrating the magnitude of a value.



If you get a sufficient number of dollars and sites, you could demonstrate statistical significance that was meaningless.  So I'm trying not only to show that there is value, but I'm also trying to show that there is big enough value that then you can argue for the next step, which in my mind is inexorably linked, which in this world, is reimbursement and implementation.



So the second part of the randomized trial, which we didn't talk about at all, has very little to do with causal inference, is that we would learn the experience of all those sites, how they did it, and lots of qualitative work that actually will be very important for making arguments to politicians and others who will truly affect patient outcomes.



MR. CHAPEL:  Tracy, did we get to your point?



DR. ORLEANS:  Tracy Orleans.  I just wanted to comment on the point, Tony, that you made and seconded.  We can learn so much from the study of natural variation about what the most important policy and environmental levers are.  NIAAA has just made a phenomenal investment in improving the surveillance not only of youth substance use, and Monitoring the Future is one of the important contributions, but also of state and community level policy and environmental influences.



So you can learn a great deal more than could possibly be learned from multiple control trials about the most important or relative impact of a variety of different levers.  There are all kinds of BAC laws that are on the books, and some are more effective than others.  That has been a very, very rich vein of research.



Likewise, for tobacco, that's were the data came from.  It was from a study of state tobacco taxes against the Monitoring the Future sample that we first saw the power of tobacco tax increase, tobacco price, and then increases to change youth behavior.  I think it is going to be where we're going to see similar gains in physical activity and diet.  So I think that kind of evidence has to make its way into the discussion we had about different designs for different purposes, and powerful and less expensive science can flow.



MR. CHAPEL:  How about a final comment here?



DR. DOUGHERTY:  I just wanted to say I think that's a great model for the health care delivery system, where now we don't have a data set that looks at both what is delivered and what the policies are, what gets delivered in practice, and the characteristics of patients and their outcomes.  There is a lot of effort to try to make that happen, and then maybe we won't have to have these discussions.



DR. HINGSON:  Just one last comment.  In the alcohol area, and particularly in the drinking and driving area, one of the reasons I think that we've made as much progress as we have is that we have the Fatality Analysis Reporting System, where most fatally injured drivers are tested for blood alcohol levels.



We don't have the same type of systematic data collected for homicides, suicides, assaults, drownings, burns, and so on.  It would be, in my view, relatively inexpensive to create that kind of archival data, and would provide enormously valuable information about the other alcohol-related injury deaths and strategies to try to address those problems.  So that would be something I would hope we could all work on, getting those kinds of data collected.



MR. CHAPEL:  I think we really need to dismiss for lunch so we can stay on track, because I know everybody has cabs coming at the designated times.  We need to have people back as close to 12:30 as possible.  Actually, no later than 12:30 if we can avoid it, because we want to have enough time for people to talk about tradeoffs this afternoon.



(Whereupon, at 11:37 a.m., the meeting was recessed for lunch, to reconvene at 12:30 p.m.)


AFTERNOON SESSION
(12:42 p.m.)



MR. CHAPEL:  I think we have enough people back to get started.  When we first designed this meeting, the intent had always been to raise this discussion up to the level of sort of looking at cross-scenarios, and of course, cross-methods to see if we could find some sorts of insights and patterns for matching situations to methods.



We are doing that in two ways.  The scenarios have been what we hoped would be a jump in our point for people not to just discuss methods, but to think of them within the context of very specific situations.  However, at this point, we do want to turn to an examination of specific approaches or methods.



What we've asked is for selected people to come up and do basically ten minutes.  I'm going to have to ride herd, so I apologize in advance, but to do basically ten minutes on a chosen method or chosen approach, as listed in there.  We unfortunately need to save all the questions for the end, just so we can make sure we get through everybody, or else we'll just never get to method number two, I'm sure.  So we're going to have everybody come up and do their piece.



DR. DOUGHERTY:  Tom?



MR. CHAPEL:  Yes?



DR. DOUGHERTY:  A friendly amendment.  I think we decided in the interest of time to have people do it from their seats.



MR. CHAPEL:  Oh, yes, no problem at all.  That would be great.  People are going to do it from their seats in the order listed.  We won't have time for questions right after the presentation, but immediately following, there will be questions you can ask of any panelist about anything.  The highest and best question, not that I have any say over what the question will be until you open your mouth, is a question that is really not about a specific approach, so much as it is about a contrast among approaches or a tradeoff among the tradeoffs, or whatever.



But at that point, we'll open it up for questions of any panelist about anything.  We, unfortunately, to stay on target, do need to kind of cut it off right at 2:00.  So again, I'll apologize in advance if we don't get to your questions.



Real quick, if you need to leave the meeting early, one of the packets in back is a feedback form.  Please fill it out.  It is multi-page, but I don't think your name is on it, so it doesn't matter if it gets out of order.  Leave it on, for the moment, that exit table as you're leaving the door, okay?  So if you have to leave before we conclude, put your feedback from on that table as you're walking out the door.



Yes, Larry?



DR. FINE:  Another friendly amendment.  Will will be the last speaker of this session.



MR. CHAPEL:  Okay.  So other than that, the order is exactly as in the book?



DR. FINE:  Exactly.



MR. CHAPEL:  Will will go last.  With that, I'll give you guys the high sign at the five-minute and one-minute marks.



DR. FELDMAN:  By some apparently randomized process, I have been selected to talk about time-series analysis.  They could have picked an expert, but instead, they chose me.  So you're going to get a worm's eye view of time-series analysis, which I think is in many instances, beneficial.



I started out with what I think are synonyms for time-series analysis, which would be repeated measures.  Repeated measures analysis is what you often hear in medical studies or longitudinal designs and longitudinal analysis.  Time-series, where I first heard the term, and I think where it mostly originated, would be in economics, econometrics, or in insurance or other financial data, weather data, social statistics about crime, punishment, and so forth.



The epidemiological applications would be in any kind of surveillance data that is registries of this or that disease, mortality rate, traffic accidents, or what have you.  Also in epidemiology, the idea of monitoring any process that is going on, or in general, anything that has got repeated visits or observation periods, would lend itself to this kind of analysis.



Just to generalize the hallmarks of a

time-series would be some sort of long string of regular measurements.  Typically each dot on the line represents an aggregated social or physical unit, it is what happened in that state, or in that community, in that short period of time.  Often this is done at the same time on several related variables.  Think of the weather, following the temperature, the barometric pressure, and the humidity all at the same time, in economics following M1, M2, M3, M4 and the GNP all at the same time, and seeing how they vary over time, and what you can learn from it.



Typically these are noisy data, they jump around a lot, but there is a certain amount of correlation.  So if the curve goes up for awhile, it stays up for awhile and my jiggle around for a bit before it sinks back down again, but it doesn't just jump up and down all over the map.  Whatever affects one month, is going to affect the next month.



The advantage over discrete observations, and what I mean by discrete observations is a simple before and after type of design, or maybe baseline one year and two years, and what you get by filling in the gaps is that you can detect the trend, you can sort of see slopes, patterns, and so forth.  The object of this is usually at least in these classical examples of economics, weather, and so forth, is to predict what is going to happen, rather than forming inferences about what already happened.  Take the concrete frame of mind on Wall Street, or in the weather office.  Why worry about what already happened?  It is obvious what already happened, look at the data and you can see it for yourself.  The question is what is going to happen next?  And if you've got a trend, then perhaps you can project and maybe make the right investment, or bring an umbrella, or whatever it is that you need to do.



The application that we were immediately concerned with yesterday was this design where we proposed to follow physical activity in six communities over a period of two years, then do something, and then follow it for two more years at regular, short intervals.  Each one of these dots represents a relatively small number of people, perhaps ten in one of the scenarios that I mentioned.



So you can sort of see that in the yellow case, for example, the trend that you might have expected has been interrupted a bit, and it is going to follow up like that.  So you want to do some kind of analysis that would detect whether these trends were just continuations or not. Has the slope changed?  Has the intercept changed?



If instead of six intervention communities here, we have three intervention and three controls, then we would have the additional issue of community variability, and that's just as pertinent in a time-series analysis as it is anywhere else where you have large units that are more or less a random sample of some larger population you want to make inferences about.  So suppose the red, blue, and whatever that is, magenta, were the controls, and the green, black, and yellow were the intervention communities, you would want to know whether the average jump in the one group was larger than the average jump in the other.  If it was so, then you could attribute it to the intervention.



Now, this diagram looks just to the eye, similar to the regression discontinuity design that we were looking at, but it is really completely different, because the X axis is something else here.  X axis is time here, whereas in regression continuity design, it represents some sort of measured covariate, so don't be fooled by the picture.



I will not propose to go through an analysis for the physical activity scenario, for the same reason that I didn't yesterday, it would just get me mired.  What I'm going to do is just try to give a survey of the kind of things that you would do with data like this.  There are regression techniques, lines and curves, and perhaps waves, if you're following periodic phenomenon, it might be just a six-month sine wave, or it might be a recurring pattern where you have a little blip like asthma in the fall.



Aside from curve fitting, there is a whole body of technique that I am completely ignoring, and I'll call it the auto-regressive moving average, or ARIMA technique.  I think Box-Jenkins is another name used for this kind of thing.  It has to do with sort of smoothing out the noise in that data, and by that method, trying to get a better picture of what the pattern is.



The most fashionable method for repeated measure designs in medical studies these days is called generalized estimating equations, or GEE, and this, again, has to do with looking at the pattern of correlation among successive measurements.  What all these things are trying to do is take advantage of the fact that you have ordered data, and pay attention to the fact that month one, two, three, and four come after each other, and don't just ignore it because you've got it.  And the fact that there is serial correlation, that each data point is related to the ones immediately before and after it, or in the most extreme case, which is called compound symmetry, every data point from a given unit is equally related to every other one.  That is equivalent to a random effects model, if you care.



If you can do this, if you can come up with some kind of pattern to compare trends and patterns that you can compare across units and within groups, then that may provide the most precise picture for the pre and

post-intervention history of what you're doing in your experiment.  And by having more precision, you boost power to detect change.  Again, if you know what you're looking for, if you have a picture of a curve or a line in your mind, then you can detect subtle shifts in it much more easily than if you're looking in general at what is going on.  Analogously, the T-test is more powerful than the Wilcoxin test, because the T-test assumes you're dealing with a bell curve, and the Wilcoxin just wonders whether the distributions, whatever they are, are the same.



I'll give one example from my own experience, and it is the only one available, because I have only done this once.  These are Pawtucket Heart Health Program surveillance data, and they represent quarterly counts of the strokes per 10,000 population in a community in Massachusetts, and another community in Rhode Island, over a 12-year period.  They had counts of the total strokes, and of some subtypes of strokes.  The question was whether there has been any effect of the introduction of

diagnosis-related groups in the reimbursement scheme.  That is, the money that the hospital got for treating had to do with certain classifications.



So more pointedly, a research question, did implementation of the DRGs affect total stroke reporting, and reporting of particular subtypes?  So here is the total stroke data.  The main author of this was Carol Derby, and I was involved in drawing the pictures and calculating numbers.  Here is all strokes.  The top panel is the community in Rhode Island, the bottom panel is the community in Massachusetts.  I'm going to analyze them one at a time, and any inferences that I make, apply to that one city, and to nothing else.  I didn't try to do any kind of group comparisons, and we only had one in each group.



What you see here is history from 1980 to 92, and the DRGs were introduced a little bit earlier in Rhode Island.  Here is the trend, you can see it is very noisy.  If that trend had continued, you'd follow the dotted line, whereas in fact what happened, we followed the solid line, at least that's the best fitting one.



Is there any serious difference between the solid and dotted line?  Well, the statistics from the fitted regression models, which included some serial correlation as well, say no difference, P greater than .80.  So there was really no difference in the counting of strokes in Rhode Island after DRGs came in.



Same story in Massachusetts, P greater than .50, the trend before, and the trend after were not statistically different.  So I can say that the trend in total stroke reports was unaffected by onset of DRG reimbursement.  Now let's break it down into two groups.  These are the ICD-9 Code 434, or cerebral occlusions, and I picked the data from age 65 to 74.  Again, Rhode Island on the top, Massachusetts on the bottom.



Here is the trend before DRGs in Rhode Island.  It would have continued by the dotted line, and just by eye, I am not really sure whether those are different.  But my statistics tell me that the actual trend represents a bit of a jump up, and P was less than .02.  In Massachusetts, it was quite a bit more dramatic.  I think your eye would tell you the truth here, a quiet level before, and then a real blip when DRGs came in.  So strokes classified as cerebral occlusions increased, whereas strokes in category number 436, ill-defined cerebral vascular disease, ill-defined, and therefore,

ill-reimbursed seemed to have declined after DRGs, and you can see it quite dramatically, a level pattern here that's continued out here, but fell like a stone, P less than .002 there, P less than .001 there.  So strokes classified as ill-defined decreased.  You can find the details in the journal Stroke in 2001, and I even brought a copy.



So I think I have given an example where you could have seen it by eye, another example where you really couldn't tell by eye, and that statistics are your friend in sorting these two out, within the assumptions that you make.  That is to say linear trends, change in the position of the line, but not generalized in this case, because there are no samples here.  It is everything we know about the Rhode Island city and we used to make a conclusion about the Rhode Island city, and likewise, the Massachusetts city.



That's all I have to say about time-series.  Thank you.



(Applause.)



DR. GORTMAKER:  Thank you.  We're going to move right along here at this time.  My job that I was given was to review natural experiments versus randomized controlled trials.  What I'd like to do really is to make the case for the endorsement of natural experimental designs, particularly with an interrupted time-series design, as being a really valuable, important design.  It is

underutilized, in that we should be thinking about it, and using more.



What is nice is that both yesterday and today, I got a couple of nice concrete examples of these kinds of designs.  The first one being the light rail example of a situation where you want this type of design, because of the expense of the intervention, and a really nice review today by the Alcohol Group, I'll call them, about the use of interrupted time-series designs to evaluate legislative changes.  So you have some concrete examples there.



I prepared these remarks actually awhile ago, but it didn't change those.  So I'm kind of going over existing ground that I think this group has collectively talked about, but I'll try and make a few points that I think are new, perhaps.



Our typical criticisms of RCTs, we've talked about this before here.  Sometimes they are just unrealistic as to what can be implemented and sustained in natural settings.  The log lead time and demands of random assignment required can preclude evaluations of innovative, expensive, or complex interventions or policy changes, in particular, in natural settings.  Again, the alcohol examples are really nice here as good examples.



So we have our tradeoffs, and the natural experiments have worse internal validity here.  I don't have a random assignment, so you always worry about whether the intervention group is different in some ways that we can't measure.  You often have limited generalized ability because of where these things took place.  We have limits with the randomized control trials, or the group randomized trial here, too, but in general, we all think random assignment is better.  Clearly we have situations, though, where you can employ group randomized trials.



Talking a bit about internal validity, the only point I want to make here, and I know we've made this already, is that if you do have longer series of

preintervention data, and this is a point I'll just repeat, like a time-series of multiple data points, you can really feel a lot better about problems of lack of random assignment here if these things are tracking closely over time together for a series of data points, as opposed to just having one preintervention data point.  It is kind of an obvious point, but I think it is probably the one area where we can really feel a lot better about the problem of internal validity.  Of course you'll never know for sure, but in many cases, it may not matter.



I gave this example yesterday.  You have one pretest data point, one post-test, and you see some difference.  You're not quite sure.  You'd feel a lot better if you had multiple data points beforehand, particularly if you had something like 10 or 12 about those post-intervention differences, if you could really model that trend beforehand.



So one of the points that Tom Cook made yesterday was there are lots of quasi-experimental designs.  If we're thinking about interesting folks in different institutes through policymakers and seriously talking or taking these designs into account, it may be good to have them focus on just one or two types of designs as being alternatives to RCTs.  I would say that the natural experimental designs, or quasi-experimental designs where you had the interrupted time-series designs, a lot series of data before and after is probably the best alternative to an RCT, because it is on the one hand, powerful, and on the other hand, it is simple to understand.  I think actually Tom Cook made that point.  The lay person can understand it.



I'll just briefly walk through one example of some work we did a long time ago, just evaluating a state policy in New Hampshire that put a three-drug cap on medications.  If we look at the data, the preintervention data on our panel was tracking over time pretty nicely.  The very month that the three-drug cap went in, you saw a dramatic drop.  The month before, the docs actually prescribed a little more to help their patients through what they thought was going to be a rough time.



These were declines in the central medications.  It was replaced by a dollar copay here, and jumped up a little bit.  The comparison series didn't show any trend.  Why would you during one month see such a dramatic drop?  The interesting thing about this, I think, from a scientific point of view, is that we were really proud of the fact that we could fit interrupted time-series regression to this, with a little auto-correlation into it.  R squared .94 something, nice big statistical significance of a change.  The statistic reviewer for the New England Journal made the comment like, forget the statistics.  Anybody can see there is a difference here.



(Laughter.)



DR. GORTMAKER:  Now, maybe we can say they were a poor statistical reviewer, but it is pretty obvious what is going on here.  I mean, what else would cause this change?  I think that's the point I want to make, that these kinds of designs, not always, and I think Henry showed you data that were noisier, but at times can be very powerful.  For the lay person or the policy person, I think this is the point that Ralph made before.



For policymakers, where they see these changes over time in time-series, and I think what Terry was talking about the tobacco examples, states see these drops in youth smoking, for example, or cigarette sales.  These are powerful data.  They resonate with the public.  They resonate with the policymakers.  I would like to say that these sorts of designs we should in some ways elevate, because they are simple to understand, and powerful, and I think very useful.



Now, back to this whole issue of RCTs versus natural experiments.  Coming back to another issue here about the fact that some RCTs just aren't very natural in what they do.  One of my colleagues here, Carol Mangione, made the point that don't design things that people can't pay for, as being one way to think about what kind of RCTs we should design.  If we can't use them in the real world, don't pay for them.



So one thought I had was to move RCTs closer to what is happening in the real world is to require assessments of the implementation sustainability in natural settings, and proposals that use RCTs, and it is just a thought.  Then in terms of thinking how we can move our natural experimental studies closer to RCTs to really encourage proposals for evaluations of innovative, expensive, or complex real-world interventions and policy changes, using these natural experimental designs that include time-series of pre and post-intervention data, and really try and get people to review the literature and realize that these are strong designs that really can take care of a lot of potential confounding issues, and should be taken seriously.



So those are my suggestions.  Thank you.



(Applause.)



DR. MURRAY:  I'm going to speak a little bit on group randomized trials.  Almost everybody in this room should be already familiar with what they are.  We have units of assignment that are identifiable groups, and we have different groups allocated to each of usually two conditions, the units of observation or members of the groups, and we usually don't have very many groups allocated.



The primary advantages are well known.  With proper randomization and a sufficient number of groups, potential sources of bias are evenly distributed, and with the proper analysis, you've got a very strong inference.  I have left gold standard in here, in spite of Tom's suggestion yesterday that we should use different metals.  But I still view the group randomized trial as a gold standard in public health and medicine if we have to allocate groups, and we want to establish experimental evidence for causation.



The disadvantages are also well known.  There is extra variation associated with the group, and that's a huge problem in these studies.  It increases the standard area of the intervention effect, reduces power, and other factors constant.  We don't have many groups that limit degrees of freedom, which also reduces power, and it also means that randomization isn't always as effective as it could be if we had more groups.



So those problems can threaten the validity of the study, especially in small trials, and they can threaten the feasibility of the study if we try to go with something quite large.  Even so, I remind all of us of a comment that Cornfield made in an AGE paper in '78. "Randomization by cluster accompanied by an analysis, appropriate randomization by individuates an exercise in self-deception."  I love the understatement.



These are the two problems that Cornfield identified that face group randomized trials, and always have.  We have extra variation, and we have limited degrees of freedom.



We've made some headway over the last 20 years.  We have learned repeatedly that if we make a regression adjustment for the right kinds of covariates in our models, we can make ICCs get much smaller, and intraclass correlations get much smaller.  I have published a long series of papers now showing different kinds of outcomes ‑‑ alcohol, tobacco, lots of different things ‑‑ on how we can almost make those ICCs go away.  They don't completely go away, but we can make them smaller.  We can do similar kinds of things by modeling time.  So using repeated measure sorts of designs, we can make intraclass correlations much smaller than they would be otherwise.



So we've made a lot of progress on the extra variation problem.  Until recently, though, we haven't had very many tools to use on the limited degrees of freedom problem.  I have argued for awhile that we need to plan the studies properly so that they can accommodate the extra variation and have enough degrees of freedom that often translates into fairly large studies.



There is some new work going on related to borrowing information from published and existing studies, that would allow us to boost the degrees of freedom in the study that we're planning or analyzing, without necessarily increasing the number of groups that we have in that study.  Now, this work isn't published yet, it is under review, so I'm not going to get into details.  But I'm not the only one working on it, and I'm hoping that something will come from that in the near term.



In addition to those general problems that we've worked on, there are a number of other developments related to the analysis of group randomized trials, and I'm just identifying some of them here.  One of the big ones, in my view, is the development of small sample corrections for GEE.  GEE, in its original form, is problematic if you have fewer than 40 clusters in the study.  How many of us have 40 groups in our group randomized trials?  Not many.



The small sample corrections address that problem so that you can use GEE with a valid denominal-type rate, even if you have just a handful of groups. Often, GEE is very attractive because we can't model the correlational structure exactly.  The small sample correlation helps make that possible in smaller studies.  So that's a big jump forward.



The power and permutation test has been a problem.  Zeding Fang at Hutchinson has published a paper in the last two years presenting an optimal permutation test that has better power than the standard test that we've had available, so that's helping to address that problem.  And there is a paper that just came out in AJPH that reviews a lot of this, so I refer you there for other details.



How are we doing?  This group I would bet maybe does better than average.  There are a lot of informed people in this room.  But how is the community doing?  We just published a review paper in which we examined all of the group randomized trials published in the American Journal of Public Health and in Preventive Medicine during the five-year window, 82 to 2002, inclusive.  We found 58 such studies.  That's twice as many as had been published in the same time interval ten years earlier.  So we're seeing more of these.



But are we doing a better job in the way that we plan or analyze them?  That was the question that we looked at here.  We found that only 16 percent of the published studies gave enough evidence to give us confidence that they were planning the size of their study properly, and that's quite similar to a result reported in 1995, the last time these kinds of studies were reviewed.

We found 54 percent recorded analyses that were always valid, given the nature of the design use.  That is quite similar to the 57 percent reported by Simpson in his 1995 review.



Now, we applied criteria that Simpson couldn't use, because we knew of some additional issues.  If we applied Simpson's criteria, that 54 percent jumps to 68.  So there has been some improvement, but there also have been new difficulties uncovered, and people aren't always aware of those.



We still have 20 percent of the studies reporting only analyses that the experts would say are not valid for the designs given.  Now, the American Journal of Public Health did quite well in this regard, only one.  Most of these were in Preventive Medicine.  I know the editor for AJPH is here, so I thought she'd appreciate that.



DR. NORTHRIDGE:  I know you are working with Roger on this.  (Inaudible.)



DR. MURRAY:  Well, I didn't do it for that reason.  I want to give you credit.



Twenty-six percent of the studies reported a mixed method, some good things and some bad things.  I actually think that the reason that AJPH did so well with only having just the one paper that slipped through is that they actually impose a methods review, a statistical review of group randomized trials that are submitted to make sure that they have used the right methods.  Not all journals do that, but it would be a good idea.  So there has been some progress since 1995, but there is still clearly room for improvement.



Summarizing a little bit, and I have revised these slides considerably based on the discussion I have heard the last day and a half.  There are a lot of questions where we don't need group randomized trials, we absolutely don't need them.



There are other situations where we may need to use a group randomized trial design, but we don't need to do a full-blown group randomized trial analysis with all of the power complications and sample size issues, and so forth.  For example, I have argued for awhile that we ought to do more smaller studies to establish feasibility and preliminary evidence of efficacy for a new intervention.



How might we do that?  Well, we've got a smoking prevention idea.  We recruit four schools, we deliver the intervention to two of them, we collect the usual data, and we analyze it.  We don't have any expectation of reporting a significant finding, but we want to calculate the Delta, what's the difference between intervention and control?



We can then use that information to go into an application for an RO1, and to say here is some preliminary evidence that things are going in the right direction.  We might also use that pilot study to estimate the intraclass correlation that we can expect to find.  It is going to take more than four units to do that, but survey work is a lot cheaper sometimes than doing the intervention work.  So those are things that we can do under the R21 mechanism, for example.  I have one funded now doing that.  My study section has reviewed a number of others like that, so we're starting to see that mechanism used.



There are other questions that can't be addressed using group randomized trials designs.  The

time-series situation is a good example.  There are lots of policy changes at large aggregate levels, and we can't randomize those kinds of units.  So a part of my advice is use other methods whenever you can, whenever those other methods will answer the question that you're interested in.  Don't try to do the regular group randomized trials analysis when you are evaluating a new intervention for feasibility.



Don't try to do randomization when you are looking at policy change in large aggregates.  But a caution.  Even when you're using quasi or natural experiments, even if it looks like they will address the question you're interested in, be careful not to ignore statistical or design problems that exist if you've got nested data.  A classic example is time-series.  You've got one state that has an intervention, and one state that doesn't.  You've got a series in each.  There is, I would argue, not a valid statistical comparison of the two states.  You have one unit in each condition, and no degrees of freedom.



You can analyze the data within the intervention state and show that there was a significant change, and you can analyze the data within the control state and show that there was no significant change.  You can draw a conclusion about the intervention, just not based on the statistics.  Base it on other issues, the logic of the argument, and I'm quite happy to do that, but I want to caution about ignoring the nested design issues when you're using some of these other kinds of designs.  Certainly, if you can do individual randomization, by all means.  I try to talk people out of group randomized trials as often as I help them plan them.



Reserve group randomized trials for situations were we meet these four conditions.  We've got a need for experimental evidence on causation, and individual randomization is not possible.  There is preliminary evidence for feasibility and efficacy, and there is sufficient information available to size the study.  All too often, we jump into group randomized trials without meeting even two of these, much less all four, and we spend a lot of money and a lot of time, and we end up at the end being disappointed.  I'd rather reduce the number of such occasions.  And certainly if we're going to do them, let's use the available tools to do them well.



Match the design to the research question.  There are lots of good analysis methods out there.  I haven't tried to review them, but there are plenty of good sources available, and make sure that the study is adequately powered.  That is what Tom said yesterday, too.  Fight for more groups, and choose an analysis that minimizes the standard error for the intervention effect.  There are lots of different methods, and which one is right for the design depends on the design and the question.



Thank you.



(Applause.)



DR. CHIN:  I'm going to be brief, because I had a chance in my talk yesterday to go over the key points.  For those of you who weren't here yesterday, there is a summary figure, a figure that's not in the handbook.  We have some extra copies, so if you need that, just raise your hand, and Amy can swing one by for you.



So this is the basic type of staggered design where there is randomization of the initial assignment into an intervention or control arm, then after the initial study period, say a year, the control participants transfer into the intervention arm.  So here is that summary figure.  And just to remind you, in this randomization treatment control, the treatment people, they have their year of intervention, then there is sort of a follow-up period.

The control folks at that first year, they switch over into the treatment arm, and they can do this over time with different cohorts.



Just keep in mind that in a sense, there are multiple studies built into this one design. So this first is the classic randomized control trial, this initial randomization treatment control, standard RCT.  The second is the follow-up versus the control, so basically you have your control, and then you have this year of follow-up in the treatment arm, which assess the sustainability.



The third, this is your control, and switching over into the treatment arm is your classic pre/post comparison.  The fourth, the one that he hints at in terms of some of the advantages of the staggered design, this is the one where you are comparing treatment subjects, both folks who were initially in randomized treatment, plus the control cross-overs in the treatment, versus the control folks.  So you increase your sample size.  The thing to remember, though, is that because part of your treatment group is composed of people who were in the control group, you need to adjust for that correlation.



You can use some of the methods that Henry had mentioned, some of the repeated measures, techniques, or you can use random effects models.  And then fifth, analysis variance, which is basically overall categorization where you have the four different subset analyses possible that we've already talked about.  So multiple designs in one.



Again, some global strengths.  This has come up in some of the six different scenarios, but there are some in particular, some community-based projects, at least in our experience, that we've had a lot of trouble designing sort of adequate control arms in terms of being sort of intensive enough to be acceptable for the community.



Because participants will know, they will eventually be able to get the intensity arm, and we expect it to be increased enrollment compared to the standard RCT, increased subject retention.  You also have the external validity issue of an intervention and control drawn from the same population.  And remember, there was that before/after arm where subjects could be randomized in a control group.



The many weaknesses in the secular trend issue, this is happening over time, with the possible contamination of control groups.  The learning effects, since the control group has more time in the study, short of follow-up time in the initial control group over the whole study, and then some challenges in adjusting for correlation.



That's it.



(Applause.)



DR. SANSON-FISHER:  One of the good things about being last is that I can say that everything that was good that was said about time-series, interrupted

time-series, and staggered enrollment, applies to multiple baseline.  It is even better.



(Laughter.)



DR. SANSON-FISHER:  Tony Biglan yesterday was very enthusiastic about multiple baseline.  As he expressed, it is a relatively simple design, you take a number of communities or settings, you stagger the intervention over time, and you look to see whether you get an intervention effect in each one of those situations.  It allows you to say, as I argued yesterday, that changes occurred, and that change was a result of the intervention.  And how you define significant will obviously depend, as I said yesterday, on the audience that you're talking to.  It may be statistical significance, clinical, or political.



In a multiple baseline design, the strategy would be that you would select units for potential inclusion in the study.  For example, communities, and you try to get all communities of relatively equal size, you'd match on socioeconomic class, indigenous populations, and so on, and then you'd randomly select from those for the study, increasing the power of the representation, of the groups that you've selected.



You'd establish a baseline for those communities that you have selected, ensure that those baseline measures are stable over time, and in a couple of the studies the previous speakers have presented, and they have showed you relatively stable outcomes.  Then you'd randomly select the first community for the intervention, and in that community, you'd intervene.



Now, Tony in his presentation yesterday, argued that you'd use a component-oriented approach, and you'd keep on adding things in until you got an intervention.  The alternative is a mission-oriented approach where you say, I'm going to put everything in that I think I need to do to get an intervention.  When you get that intervention, the effect either goes up or down, depending upon the behavior.  You then shift into your second randomly selected community, and put your intervention in there.



You can use the multiple baseline for the same behaviors across different units of study, or different settings, and you can do the same intervention for the same behaviors in different settings.  For example, tobacco in five randomly selected communities, or reduction in harm in five communities.  You can use it to look at diabetes or physical activity, and I have chosen things that we have talked about over these last two days.



The unit of analysis, or the setting, can be an individual, it can be a community like a neighborhood, it can be an emergency department, a hospital, a school, a country, or research products.  A couple of you asked about some of the data that I presented yesterday, so I'll just give you a sense about how you might do this if you wanted to change what we produce across countries in relation to indigenous health.



These are the international publications in the area of indigenous health, and they are all behavioral.  As you can see, all the publications were collected, and they were defined as either relating to measurement, descriptive research, or intervention research from 1997 to 1999.  In 1997, as you can see in my view, and in the view of the indigenous communities, this is a distressing result, because what they say is we already know we are sick, sicker than Europeans, or at least within this context.  We know we die quicker, we know all that.  We want help in intervening and improving our health status.  So that if that was the case, you'd expect over time from here to here, an increase in interventions.  As you can see, I think this is why I use this data, Australia did improve.



(Laughter.)



DR. SANSON-FISHER:  The U.S. didn't really do very much, nor did Canada, and New Zealand improved.  But interestingly, again, this is about research productivity, there wasn't more measurement.  If you take alcohol or tobacco use or cervical screening, the way in which we collect that data, those measurements of those outcomes are extraordinarily difficult in this group, and yet all the descriptor research is usually based on flawed measurement, suggesting that a lot of that descriptive research is not that valuable.



If you wanted to change that, the multiple baseline design would be intervening in Australia to see whether we could change our intervention research, and holding the other countries, and the other countries adopting those same strategies to see whether or not you'd get change.  That is what we've done in HIV prevention, and in other areas.  We have used countries as the setting, different interventions, or somewhat standard interventions, so really they are multiple baseline designs.



You can use the same setting and go for different behaviors.  So you could take one town, and you could intervene with cervical screening, you could have mammographic screening constant, and then intervene on mammographic screening to see whether you can get changes.  And you can do that at a community level, in ED departments, or in hospital environments.  You can change provider's adherence, hopefully, to practice in one area such as asthma, and then intervene in another clinical behavior for the second and third intervention strategy.



But there are potential contaminations.  Perhaps if a woman goes in for cervical screening and she is of a certain age and certain socioeconomic class, she may also be encouraged to go in for a mammographic screening, so it really depends on how separate those behaviors are.



But again, using the example of whether funding agencies like NIH could change research outcomes such as publications across topic areas, if we took alcohol, for example, the alcohol publications, same sort of strategy, and you can again see the dominance in 1993, and we've done it again recently in descriptive research.  If you assume that you had multiple measures at the time and you wanted to change this, you could try ‑‑ I'm sorry, I have forgotten the acronym for the alcohol group here.



PARTICIPANT:  NIAAA.



DR. SANSON-FISHER:  NIAAA or something, and you could intervene in that group to see whether or not you could get a shift from descriptive research into intervention research.  Then you could do the same methodology in NCI, and the same in cardiovascular, to try to get a shift in behavior.



The limitations of the design are that the fewer study units limit generalized abilities over the initial randomization that I talked about, may overcome that.  But if you get an effect in one community, will you get it in all communities?



The measures must be suitable for repeated use.  Now, some measures are, but in fact going out into the community and asking the same individuals that say every month or every two months about their alcohol consumption, is going to have social desirability impact and regression to the mean, and attrition rates.  But some of the data you may be able to collect on a routine basis.  For example, we can collect cervical screening on a routine basis, we can get it every week in Australia.  So you can intervene in one community and see whether you get a shift in cervical screening rates.



There is a question about what defines a stable baseline.  Baselines don't usually go just like this, they often go like this, all over the place, and how long it will take to establish a stable baseline.  How far apart will your intervention be staggered?  For example, if you intervene in September in one community, you wait six months or six data points for the next intervention?  Or do you wait longer?  Most times you say, if there has been no change in the other community, or on the other environment, then you intervene when it is stabilized.



The intervention might be effective or ineffective by chance in the selected communities, so you might get an intervention effect in five communities, but the next 95, you don't get any intervention effect with.  It depends on a successful, abrupt, and temporal relationship between the intervention and the measure.

When you see multiple baselines designed, they always have stable baseline like so, and an intervention effect in the direction that the experimenter wants it to go.  But sometimes, obviously, that doesn't occur.



The strengths is that because it is a staggered interval, I believe that each community or each group does act as its own control, because you've got staggered intervention time.  All settings get the intervention if it is effective, which removes the problem that was discussed when Harold was discussing the alcohol intervention.  You only intervene if it is effective in the first community.



It is feasible for use with individuals, and small and large units such as states, countries, or whatever.  It generates more intervention research and knowledge because potentially, it costs less.  Therefore, you can generate more research in this field.  You can add components, as Tony was discussing yesterday, or you can delete components and see what it has.



I mentioned the research costs can be reduced.  There are acceptable statistical analyses which now exist.  One of the things I didn't put in but should have put in, is that since you're collecting data on an ongoing basis, you put your intervention strategy in one.  If it doesn't work, you can change it, you can modify it, and put in another intervention to increase the probability that you'll get an effect, but that's not possible with the randomized control trial.  We keep everything stable.



So it is an interacting between the intervention agent and the data, and as I think one of my other colleagues mentioned, it has got enormous power when you go and you talk to decisionmakers.  They look at it, they see it.  I see that that works, and I will implement it.  I think that it still seems to me that what we should be doing is not asking what research design suits my intervention.



So to paraphrase Kennedy, don't ask what intervention question or research design can answer, but what critical research design can be used to effectively evaluate an intervention which might help our community.  The drive there is the intervention, not the research design.



Given that drive, I think oftentimes you're going to come up with multiple baseline as the most powerful, and I don't like the use of the word

quasi-experimental, because it infers that it is a lesser design.  In my view, multiple baseline is a very powerful design for examining whether or not you've got an intervention effect, and it would be in many of the interventions that we're talking about, the design of choice where randomized control trials would not be possible.



Thanks.



(Applause.)



DR. SHADISH:  I asked for permission to deviate a little bit from the agenda, instead of devoting all of my comments to regression discontinuity, that I would provide some summary observations.  I would add a couple of things about regression discontinuity.



Since I said it pretty much all previously, I'd remind you that the advantage is you get an unbiased estimate, and you can assign treatment based on need.  Disadvantages, low power, and difficulty modeling the functional form.  It is highly underused as an adjunct to randomized and non-randomized experiments where it really could be used a lot more.



Key tradeoffs that I've noticed over the course of the two days.  Number one, the tradeoff between them.  I'm asking a causal question, and I'm asking a non-causal question.  Tradeoff number two, bias control versus context-specific feasibility.  Will the design work in the setting I'm in?  And three, internal versus external validity, so let me say a few things about each one.



There are lots of good reasons not to do randomized designs, and in fact, lots of good reasons not to do experiments at all when it is not possible, the treatment has already been started, for example, or it is impossible to get control, because everybody is entitled to the treatment.



When it is unethical.  We can think of lots of examples of cases were it is, when it's not necessary, when the counterfactual is known.  My favorite example of that is everybody who is a parent in here has had their child scream for phenylketonuria.  The initial work on phenylketonuria was entirely a very short time-series that simply demonstrated that the rate of retardation dropped to zero after implementation of screening.  That's very powerful, and the fact that it is not based on a randomized trial isn't going to deter anybody in here from having their child subjected to that screening.



When we're not asking a causal question.  But let's not reject randomized experiments for the wrong reason.  I pointed earlier to terminological confusion.  Randomized trials are not the same thing as efficacy trials, because you can have both randomized efficacy, and randomized effectiveness trials.  But more importantly, and this is something that really hit home to me at lunch in a conversation over the table with our hosts, that effectiveness research is not the same thing as translational research, not at all.  Effectiveness is does the intervention work under field conditions, where a randomized trial is perfectly appropriate for answering that kind of question, as are many other kinds of

non-randomized trials.



Translational research.  How can we get practitioners to adopt and sustain patients to accept and sustain, and to improve programs?  Those are not causal questions.  And anybody who was around for "Saturday Night Live" 25 or 30 years ago recalls Gilda Radner played, I think it was Emily Litella, but it could have been Rosanna Rosannadanna, and at the end, she would give this totally irrelevant talk, and somebody would say, "It wasn't about this.  It was about that," and she'd go, "Never mind."  Well, I feel like going never mind.



If I had known that we were really interested in translational research, I would have given a completely different talk than if I thought we were interested in effectiveness research.  I wouldn't be advocating experiments at all for translational research.  So that wasn't clear to me, at least, and I don't know how clear it was to everybody else.  Probably very clear to everybody else.



Are we asking causal questions?  The question should drive the method, since both efficacy and effectiveness are causal questions, then experiments are appropriate for them.  Many translational research questions are not causal questions.  If the question is not causal, the method should be very, very different, and there is a ton of non-causal questions that are of interest to us, and I've only touched on some of them.



What proportion of our portfolio should be randomized experiments?  A very small proportion should be randomized experiments, only those dealing with effectiveness questions when we're ready to do effectiveness questions.



Questionable reasons to reject randomized experiments.  There are a lot of reasons that are offered that often apply to non-randomized experiments as well.  We have to look at treatment implementation.  You can do that in non-randomized experiments, or randomized experiments, you've got low power.  Well, remember Henry Feldman's demonstration of low power in the quasi-experiment yesterday.



Nesting of units in groups.  That occurs all over the place, not in particular randomized experiments.  The intervention is more than just a program, it includes the staff and the context.  That's always true in any experiment, randomized or not.



We don't know which component of the treatment worked, because none of the experiments help us with that.  We have to engage in different techniques entirely for that.  The constant treatment assumption.  Randomized trials do not require constant treatments, especially not effectiveness trials.  In fact, the main point of an effectiveness trial said that the treatment changes over time.



Continued.  They may or may not be more expensive, more time consuming, or less powerful than other studies.  It depends on what the other study is.  So, for example, it is probably the case that in the alcohol area that we looked at this morning, that the time share is probably the most powerful randomized experiment, and the quasi-experiments probably are the least powerful, if it does any selection bias model.  And if it doesn't do any selection bias modeling, there is some question about why we're doing the quasi-experiment.



Another example.  Can you do interrupted

time-series with archival data?  Or do you have to gather your own data anew?  That's going to make a huge difference, both to the cost, and to the time it takes to do it.  So there isn't a clear answer about which one is cheaper, or more expensive.  And we also have to consider the cost of making an inferential error here.  If I adopt a less powerful design and I promulgate the wrong treatment, that is something that I at least need to consider as well.



In general, more money buys you better data, no matter what the design is.  Quasi-experiments, they are not a fixed set of designs, and we have sort of been talking about them as if they were.  My group, the alcohol group, I think recognized that right away.  In fact, we all agreed we wouldn't do just one design, we'd do a slew of designs to assess it, and so our presentation was a little artifactual in that regard.



Each quasi-experiment should be an aggregation of many design elements that are thoughtfully chosen to compensate for possible threats to causal inference.  Group quasi-experiments use multiple designs to address the same question.  Jim Dwyer's work on summarizing the research on Agent Orange, for example, is one good example of that.



My favorite example is Reynolds and West.  They looked at Arizona's "Ask for the Sale" campaign to sell lottery tickets at local outlets.  It started off as a non-equivalent control group design in stores that agreed to participate versus not, but they didn't just stop there as if it were a pre/post test non-equivalent control group design.  They added four pretests and four post-tests so that they could assess trends and possible regression artifacts, and they added three non-equivalent dependent variables.  These are variables that would not be affected by the treatment, but you would expect to be affected by threats to validity.



The threat to validity here might be increased affluence, or perhaps the economy was doing better, and so sales of everything was improving.  So they looked at not just ticket sales, but sales of gas, cigarettes, and grocery items, and found no change in those, and they examined some stores in which treatment was removed, repeated, or initiated later.  You put the combination of all of that together, and they point exactly in the same direction, and you have a much more powerful case, and here is a case where you couldn't do a randomized experiment.



The role of meta-analysis, the question of generalized effects, has come up a lot.  It has come up as if we can assume the results do not generalize, but of course that's not the case.  Results from

non-representative samples may indeed generalize to representative samples, so it is an empirical question that we need to investigate, not assume.



There are lots of ways to investigate it.  In my book, we have three chapters of ways to investigate these generalized ability issues.  One of my favorites is meta-analysis, in which you look at large numbers of experiments, randomized or not, on the same question, examine variability of effects over different kinds of units, persons, settings and outcomes, and use response surface modeling to predict effects of the ideal study.



That is really interesting.  We did that with clinically representative psychotherapy, which is a controversial area right now in psychology with some claims that it doesn't work at all in clinical representative settings.  We were able to suggest that's probably not the case, that it does work.



A comment that was made the other day on publication bias, I actually disagree with that.  Publication bias is very, very real.  Meta-analysis is the only area that has serious technologies for dealing with that.  And if you don't deal with meta-analysis, you are stuck with drawing conclusions from single studies, and you don't see the unpublished studies at all.  So I think lacking meta-analysis is the problem for publication bias, not having it.



I'll end by trying to summarize a couple of agreements that I think I saw among everybody in the room.  The question should drive the method.  Probably if we walk away with nothing else, that's the most important thing, and that experiments of any kind are not appropriate for most of the questions that we're often interested in.



Second, translational research involves more than just causal questions, it requires many different kinds of designs.  Third, even when effects are at issue, randomized experiments are sometimes not possible or ethical, and non-randomized experiments must be considered.

Fourth, in the hierarchy of non-randomized designs, time-series and regression discontinuity are generally preferred on theoretical grounds, but only if they're practical, and a lot of times, they're not going to be.



We have made a lot of progress on addressing problems in both randomized and non-randomized experiments, and I would emphasize, these are things I have not heard mentioned in the room at all over time.  There is a lot of work that has been done on incomplete treatment implementation.  Tom alluded to the work of Angrist, et al. that has been extended recently for both randomized and non-randomized experiments.  That's terrific.  Missing data analysis, selection bias and propensity scores, the idea that we would do quasi-experiments without paying attention to selection bias, we're beyond that stage now.  We should be doing more with that.



Then the final point is that triangulating, using different designs, is a really good thing, in that we don't have to be stuck with just one design, we can have many different designs joined together.  Do a time-series on archival data, but then complement it with a survey on other dependent variables that are important to you substantively, but aren't available in the archive.  Or do a randomized clinical trial on the proximal outcomes, because you can't wait forever to get the long-term outcomes, and do observational studies on the long-term outcomes and try to study the relationship among them.



Thank you.  That's it.



(Applause.)



MR. CHAPEL:  In the time allotted, we're open to questions again.  If you can think of questions that sort of get at underlying issues related to several panelists, that would be great.



DR. NORTHRIDGE:  I just wanted to thank the last presenter, because he took away a lot of my ranting, he just kind of calmed me down, and it is very special.  I wish I could just tape you and play you so that I would really calm down, because you said everything very clearly, because there is one thing that you didn't say explicitly, but was probably in there somewhere.  That is oftentimes we are just using the wrong framework.



This idea of the natural experiment usually gets me crazy, because most of the time, we're not dealing with anything natural.  There are people who make decisions, and then we say we're just doing this natural experiment.  The lovely graph was just an example of surveillance that is being done.  I think sometimes this notion of health impact assessment ‑‑ and I'm not talking about making yet another bureaucratic thing to go with, but these non-health sector policies and projects like building an airport or providing safe and sustainable housing.



There was a review in the BMJ a couple years ago.  We just went on what the health data says about safe and affordable housing.  The one good study that was done in the '30s shows that it actually harms people, but most of us don't think that safe and affordable housing is something we should not work for as a society.  Sometimes the ways that we go about evaluating things may have to shift.



So I just thought the last speaker did a wonderful, wonderful job of just going through everything.  But I think we also have to decide when that term "experiment" should just not be used.



DR. JEFFERY:  Can you hear me?



MR. CHAPEL:  Yes.  Identify yourself.



DR. JEFFERY:  Bob Jeffery, University of Minnesota.  This has been a great two days for me, it has been a lot of fun, and I have learned a lot.  I wanted to make one general comment here, and that is I think what we have been talking about here is sort of where statistical inference meets real life.



We have been talking about the limiting cases in which for cost reasons, logistics reasons, practical reasons, ethical reasons, and when randomized experimental designs are not feasible, and we're asking the question of how we can get the most out of the information we can collect.  We've heard a lot about nuances of statistical methods to try to address these issues.



I think in some ways, we've left out the other part of this, which is, I think, Steve Gortmaker referred to a little bit, and maybe David Murray as well, there are other ways of thinking about causality, other than statistical methods.  The statistical methods say in trials that we don't have enough experimental units to draw inferences, are still useful in helping us estimate the quantitative or effect sizes it might be associated with with interventions or not interventions.



They are helpful in identifying the likely variability of those effects, and also I don't think people have talked about it much, they are also helpful in identifying the plausibility of the intervening theoretical model.  I mean, the mediating variables that we think are causing intervention effects, are they actually related to those outcomes?



However, having said that, we need not rely only on statistical methods to convince ourselves that things are causal.  Epidemiology has a list of criteria for establishing causality from observational data that don't have much to do with statistical inference.  The strength of the association, things that are strongly related, are more likely to be causal.



Consistency of cross-observations.  If you do two observations of the same thing, three is stronger than two.  Temporality.  Do they come in the right order?  I really liked Rob's comments on multiple baseline.  It got me to thinking about that temporality aspect and how you can do that, even with small sample sizes, and also the plausibility of underlying mechanisms.



So I guess I would just appeal to people not to get too hung up with trying to squeeze everything into the statistical inference box, and think more broadly about how we think about causal pathways, and how we can use all the data we have to reach conclusions.  Thanks.



DR. FLAY:  Brian Flay, Chicago.  Just one comment on multiple baseline measures.  Too bad Tony is not here, too.  Most of the time, they get talked about it without mentioning randomization, so I was glad to see you mentioning that you can do multiple baseline studies without randomization, but that always leaves a little doubt in my mind about the self-selection issue.



If communities are selecting to start the intervention when they are ready, or if the researchers select in the community that is most ready to do the intervention in, you don't know how much is through the intervention versus the readiness of the community to make a change.  So randomization obviously gets over that big time, and that is important, but I hardly ever see randomization mentioned in the context of multiple baseline designs.



I would also comment on that label.  I mean, multiple baseline is just one characteristic of the design.  Switching replication is another characteristic, because groups that are initially acting as a control, then enter into the treatment.  So they are switching from control to treatment.  Switching replication would be an equally good label, correct?



PARTICIPANT:  Could you expand on that, Brian?



DR. FLAY:  It's what you call multiple baseline design with multiple series in it.  It could also be called a switching replication design.



DR. SANSON-FISHER:  The issue about randomization, I think, is really quite important, as you say.  Usually the units of analysis that are used by the individual groups or communities aren't talked about as being randomly selected.  In fact, some people would argue that the impact of smoking in California is not a prospective multiple baseline, in the sense that the community must be ready for it before it implemented the strategies that it agreed to at a public level.



The idea that you should call it switching across, I think, multiple baseline really incorporates many of the designs that we've heard about.  What I like about it is the prospective, and as the speaker behind us, you can establish an idea of causality with it and put the intervention in.  It occurred really quite quickly.  It makes logical sense that there should be a change.



So the WHO criteria for causality can be applied when you think it through.  That's why I think random breath testing was so potent a study, even though it was an N of 1 initially.  It was consistent with what we believe.



MR. CHAPEL:  Other comments?



DR. CALONGE:  I'm Ned Calonge.  I'm the Chief Medical Officer for Colorado.  I think I was invited here because of my relationship with the U.S. Preventive Services Task Force, but I have heard a lot of discussion about public health practice and public health policy.  This isn't necessarily a design comment, but I thought if there was dead space, I would try to fit it in.



(Laughter.)



DR. CALONGE:  When we talk about translational research, and it does relate to Will's comments, we're really talking about a system that is designed to translate research into practice, to the medical health care system.  I think that is what AHRQ is designed for, to get it into physicians' practices to do it.



As I listened to comments earlier in the day of how easy this research should translate into public health practice, I can tell you nothing is farther from reality.  Evidence in science doesn't affect public health policy in the same way that it affects practitioner's practices.



I am sure people understand that political science isn't an oxymoron, that political decisions are not random, they just adhere to a different rule set, and they adhere to a rule set in a very predictable way.  So you can actually know what is going to happen in public policy based on knowing the personalities, values, and the beliefs of the people who are setting policy.



I guess what I would like to do is put a stake in the sand that says somehow, we should look for ways in the country, and it doesn't seem like it is the job of NIH, and it doesn't seem like it is the job of AHRQ to figure out ways to translate evidence into public health practice by translating evidence into public health policy.



To the degree that the real decisionmakers and funders in the room can figure out a way how to design the next agency to do that, I would encourage that practice.



DR. BRISS:  Some of us (inaudible).



DR. CALONGE:  I know you try, but how the CDC policy issues, which come through funding, operate on a state level where you actually have to get permission to apply for a grant to get federal money to do something useful in your state ‑‑ there is the disconnect between the actual policy implementation.



MR. CHAPEL:  Larry?



DR. GREEN:  I just wanted to pick up on Will's perception that the conference was only about translational research, and that we were confusing it with effectiveness research.  I think some of us are here primarily because we're interested in translational research, but we are really looking for the bridge from efficacy to effectiveness, to translational work.



We understand that very often as we move into the translational phase, we don't have a very good handle on what works, and so we back up to do effectiveness trials, and so we're looking at several levels.  We hope we don't have to back up to efficacy, but sometimes we do, because the effectiveness data isn't there.  So thanks for pointing out the misperception that we conveyed.



DR. SHADISH:  Well, I think I may have been the only one sharing that misperception.



MR. CHAPEL:  Carol?



DR. MANGIONE:  When you think about the purpose of translational research, which is really to figure out how to get best practices in communities in doctor's offices, and the associated kind of expense of doing that, you find a good way to do it.  I would say that the requirement to show causal inferences actually is almost greater than in many efficacy studies.



So maybe that can't be done statistically for all the reasons that we've outlined in the last two days, but then we really have to have faith in the alternative designs to get us to where we believe that the evidence is strong enough that we actually have supported causation.



And so I guess I'd be interested in hearing the thoughts of some of the other panelists on that topic, because I don't think we want to leave here with the impression that translational research oftentimes doesn't need to show causal inference.



MR. CHAPEL:  Comments on that?  Brian?



DR. FLAY:  I would even suggest that some translational research may be needed before effectiveness trials.  Efficacy trials show that something can work, and you know what that is.  But then the next question is will it work in the real world, and part of that question is, how do you make it work in the real world?  And what do you have to do to train physicians, change systems, or train teachers or whatever, in order to get it to work in the real world?  That might require some exploratory phase work, and then a randomized study on two or three different approaches to training, changing a system, or whatever, and then an ultimate effectiveness trial on the best selection from that sequence of studies.  So sometimes translation might come after some effectiveness work, or sometimes it might come before.



MR. CHAPEL:  Rob, you had a comment?



DR. SANSON-FISHER:  It is just a direct comment about the issue of establishing best evidence practice, and then getting it translated into changing a provider's behavior.



I think that the Cochrane review, as you know, it has probably been one of the leaders in the area of trying to reach a hierarchy of what constitutes best evidence practice in terms of what we should do.  Now that they've got a separate group established, which is looking at how you might change provider behavior to narrow the gap between best evidence and what currently occurs, they are actually arguing that we should adopt other strategies besides randomized control trials to evaluate it.  As I think quite a few people in the presentations have argued, to change provider behavior, the talk about providers is somehow that they're different from ordinary people, but they're part of social systems as well, just like smokers are part of social systems.



To change smokers, you need to change the social system.  To change providers, you need to change the social system, which means you're going to shift to larger units than the individual provider, and so they've got time-series analysis now that they're incorporating into the Cochrane review, multiple baseline, and so on.



They have actually got a glossary of terms that they're using.  Larry is reminding me that we circulate a paper about the limitations of randomized controlled trials, and this is a draft paper.  Both of us came to get whatever comments people would like to make about that, so it will be interesting to see whether we can actually get it published in an epidemiology journal.



MR. CHAPEL:  Sandra?  And then I have one or two housekeeping issues.



DR. WILSON:  Not true, because I have a lot to add, because it echoes something that you were saying.  But I think a great deal of translational research has been done in the field of continuing education in medicine, for example, to see if we could get innovations into practice.

It has been controlled trials in a number of cases, and I agree, changing physician behavior isn't much different from trying to change patient behavior.



PARTICIPANT:  Probably harder.



(Laughter.)



DR. WILSON:  It is, I can tell you.



MR. CHAPEL:  We're going to move right into the final session, which Larry and Larry are going to moderate for us.  If you need to leave before the end and at the end, please fill out a feedback form to just lay on that table as you exit.



More importantly, for those taking taxis, there is a white sheet of paper that constitutes your taxi pass, and that will be out at the registration desk.  You will see that they are grouped by people who are in the same cab.  You'll access your taxi with the confirmation number on it here.  The confirmation number is reserved in the name of the person on the list whose name is underlined.  It is all quite evident.  Go out to the registration table, pick up one of these, and it will say what your taxi is, what the number is, and whose name it is reserved under.



With that, let me turn it over to Larry Fine and Larry Green.



DR. FINE:  Well, we debated whether to cancel this session and let this previous conversation go on, but we decided that we had some responsibility to have a few final comments, and to address some issues about next steps.  But clearly it is obvious the job is not done, but I think we have made a lot of progress today.



We're going to have one, two, three, four, five, six, seven people speak very briefly, and we're going to start with Mary.  You have five minutes, Mary.



DR. NORTHRIDGE:  Is it okay if I share a copy of your paper with my class tomorrow morning, and we'll get comments back to you?  And if it goes over well, I suggest the International Journal of Epidemiology with George Davy Smith is a perfect fit as far as I'm concerned.



Thank you for allowing me to be here to learn from you today.  I'm going to try to take two minutes and turn it over to Don.



I do want to say that I am in no way an advocate for the American Journal of Public Health.  Our primary goal is public health impact, and any sister journals that we can support in any of their efforts, we want to do.  I'll just mention that we are working with Richard Smith at BMJ, Richard Horton at Lancet, Annette Flannigan, who is the international editor for JAMA, and Tom Gayle at Environmental Health Perspectives on a partnering effort with the editors of African journals to raise the standard of their work, working with Fogarty and the National Library of Medicine.  This is to say that anything meaningful that goes on is done in partnership.



I did have a number of issues that I wanted to tell you about that we're engaged in, and every time somebody brings up something else, I write down another issue that we're already thinking of doing.  This is not to ask you to submit papers to these, because they are already well under way, but we are doing our first supplement in a long time on scientific evidence and public policy.



When I was in the room with these judges, I started to think, these scientists are so often on their own, they really don't know what is going on to hear what the federal judges wrestle with every day, and the lawyers at the regulatory agencies.  So I'm really excited about that, and that will be published this fall.



There were different aspects of the conversation.  We're doing something on disparities and health communication in December, the CDC, where most of my long-time colleagues work, and are working with us on a Learning From Doing issue next March.  Michael Greenberg, one of my dearest friends and mentors in public health, is working with us on a diffusion of innovations issue next June.  Ken Mackleroy, who is as different as I am than anybody in the world, and I get on.



One of the funny things is that he is the Chair of our Editorial Board, and he and I fight all the time, which is the way to get to be friends with Ken Mackleroy, because he said to me, he was worried about joining our editorial team because he thought it might somehow affect our friendship, which I just thought was the sweetest thing in the world.



So Ken is going to do an issue on systems thinking, which I think a lot of you have different ideas about.  But I wanted to let Don say something about a piece that he worked very hard on, and he didn't really publish it in the journal, but it is supposed to have a broader public health impact.



DR. DES JARLAIS:  Thank you, Mary.  In the evaluation issue that came out in AJPH, there is what we will call the TREND statement for transparent reporting, for evaluations with non-randomized designs.  It is meant to be a counterpart to the CONSORT statement, which gives the reporting requirements for randomized clinical trials.  I would encourage you to read, think about, and particularly, contribute to thinking on the TREND statement.  That was Version 1.0, but we are hoping to get up to Version 5.8 sometime in the future.



But there is a tremendous amount of intellectual excitement in using things other than randomized trials to evaluate behavioral and public health interventions.  A lot of that effort will be wasted if we can't analyze the results of those studies in

meta-analysis, or other research synthesis.



Right now, the reporting of many of those studies has a lot of what could be called missing data, that you read two studies and you don't know who the participants were, you don't know how people were trying to adjust for non-equivalent baseline conditions, and you don't know how subjects flowed through.



If we can get closer to standardized reporting, we'll be able to take all of this creativity in these innovative designs and make sure that we can generate cumulative knowledge out of it.  So I'd like to very much encourage people to read those items and think about how they might be improved.  Thank you.



DR. FINE:  Thank you, Don.



Ross?



DR. BROWNSON:  Larry asked me to give just a few comments, and I titled this, and I'll send you these slides later, but I titled this "Where Might This Road Lead Us?"




DR. FINE:  Great title.



DR. BROWNSON:  Yes.  I think it is really important, so I'm glad we're having a little time at the end, because so often, you come to a meeting like this and it's great, you're invigorated by it.  Are the people in this room the only people who will really benefit from this kind of work?  So first, thanks to the organizers, I think you did a terrific job putting it together and getting very diverse groups of people to do some work ahead of time, and do excellent jobs presenting.



So the question is really are we the only audience for this information?  I think it is rhetorical, because I think you know we're not, that we have not fulfilled our charge for this meeting if we all go back and use this stuff in our own work, but it doesn't get out any more widely than that.



Going back to the first presentation on the menu, what I did, and I see this piece coming around that looks like a great summary of notes, and some of my thoughts come from this in writing them out as well.  But I think we need to think about from this meeting, what we want to disseminate, how we disseminate it, and who our audience is.



The audience obviously are other researchers, the audience are people like us in study sections that review grants.  I think especially the leadership of funding agencies, and the story that Tom Cook told about Claude and NHLBI is not an isolated story.  I've had similar encounters with other leaders and federal agencies, where participatory work or non-randomized work isn't given full credit.



And then policymakers in the broad sense, and I mean by policymakers, not only elected officials like a Colorado legislator, but anybody who makes a funding decision is really a policymaker.  We need the what to get out, we need the scenarios, and we need decision trees to get out.  I thought some of the tradeoff sorts of things were terrific, and really ought to be articulated in a way and put out there for consumption around people doing this work.



There are many remaining thorny and analytic issues that need to get out, and there are still a lot of definitional issues.  I'll tell you, coming from an epidemiologic background, a lot of the terms used the last few days, if you had a group of epidemiologists around the table, they would use terms differently than this group would.  The definitions don't matter, there is not a right and wrong, but I think there is some need to get some of the word out.



So a little bit about the how.  This is perfect for one or more special journal issues, and so I think there ought to be thoughts about getting that out.  There is certainly a book in this kind of work, and the work that was presented the last few days as well.  I think we need to think about e-dissemination, websites, the ways people get information at their fingertips these days, how do we get that out?  But a real starting point would be getting some of this work in the scientific literature.  That, I think, could focus back and get back into guidance documents.



The last little bit is how we train people.  Thinking about an epidemiologic background, if I was in an epidemiologic training program now, I'd be lucky through a Masters or Doctoral degree if I had one lecture on the majority of the topics that were discussed in the last two days.  And so I pulled out a 15-page list of competencies for epidemiology done recently by the American College, and there isn't a mention of any kind of non-randomized designs anywhere in the whole document.



And so we have a lot of work to do.  We have low-hanging fruit like the EPI supercourse, we have sort of mid-level fruit that could be any kind of a model course, discussing some of these issues, and then we have big organizational issues like the Association of Schools of Public Health, or ATPM and Preventive Medicine, and how we could get organizations supporting this kind of work and developing curricula that could be put in schools of medicine, schools of public health, and other academic institutions.



And then finally, we need to get to key leaders in the federal agencies, maybe short personations.  Any sort of information we can get to them, and I think in a way, the information itself is not even as important as who delivers it.  But taking the results from this and packaging it in a way, you can have a short presentation with the people who are making decisions about study sections and funding decisions, I think is very important.



One other thing I think is a short-term idea for federal agencies which take awhile to get research projects funded, is partnering with foundations who might provide baseline funding for a project that then could run into a federal project.  Foundations tend to move more quickly and get money out the door much more quickly.



The issues about surveillance systems are important, and were discussed in the meeting.  The bottom line is that we need to see this work be translated, to use the terms that were just used.



That's it.



DR. FINE:  Thank you very much.  That was very articulate.



Next on my list is Shawna, who is going to explain to us a little bit about what has just been passed out.



DR. MERCER:  Which continues.



DR. FINE:  Which continues.



DR. MERCER:  I've been trying really hard in the last couple of days to keep a running total of what everybody has said over and above their slides in the discussion.  That is a fairly lengthy document that is much longer than what you have here.



What I have done during the breaks, lunches, and during the evening and night hours, is to try to pull some of that together into the kind of summary that will let you see some of what we've come up with, and that we will work to move on into what Ross has just talked about here.



Comments like Bill made in the last session in summarizing everything, and the excellent pros and cons that you all had in the second last session here, these things will be added.  What I have tried to provide here is just some summaries for you to take away and think about.  If you want to comment, you may, using my email address that is at the bottom, but recognizing this is without being proofed and hot off the presses.



Just to note, on the first page, we've identified here key considerations for funders.  And also to identify, there is something that Rob Sanson-Fisher talked about, which was sometimes the people who make funding publication decisions are researchers themselves who make decisions about designs, so that's to be used more broadly.



On the second page, there is some general comments and redesign choices.  Here, I've identified some of the things we've just talked about, like decisions about tradeoffs, and appropriate designs depend on the question.  They are issues about efficacy effectiveness, translational research, and the fact that we might like it to always go in that order, but it doesn't always.  There are sometimes feedback on what are the issues there.



Looking at whether you are looking at causality, or whether you're looking at something else, those kinds of things I've picked up here, and hopefully you'll see that.  And then I have gone on and tried to put some of what we've done through tradeoffs on the next page.  Again, this is just a partial list, and then points in the next few pages are just some general comments about specific designs.



I have tried to reflect concerns about our CT and positive things.  Bill has raised some issues about some of the things we say about whether RCTs are generalizable.  These things are testable hypotheses, so those things as well, pros and cons for RCTs, and then issues of research to practice.  So this will be an ongoing list, but this is a summary that will hopefully allow you all to hear how carefully we have listened to this point in time.



DR. FINE:  Thank you, Shawna.  It is really quite an amazing effort.  Thank you very much.



Larry Green is next.



DR. GREEN:  Well, I follow on Shawna, because much of what I might hope to take home and reflect on as a federal official, is in these notes.  Shawna's brilliant distillation of her heroic compilation is going to be our major touchstone for the weeks ahead.  I say weeks, rather than months or years, because I only have a few weeks left in the government.



(Laughter.)



DR. GREEN:  I intend to use them as preciously as possible to try to bring this back to CDC, at least.  Let me speak differentially here from what my colleagues and other sponsoring agencies would presume to say about their agencies.



CDC happens to be in a state of flux right now.  We are in the middle of a futures initiative, we call it.  It is basically a strategic planning exercise with a lot of consultation that a lot of you have been at the giving and receiving end of, so it is a propitious time for us to be bringing these ideas back.



I was also privileged to co-chair one of the three strategic planning committees, the one on public health research, which CDC has every intention to grow in an extramural capacity in the years ahead.  We have seen a big jump in our extramural funding capacity this year, and we expect that to grow to several fold in the years ahead.



So among the things on Shawna's listing here, there were seven that I want to highlight.  The first three have to do with agenda setting, and setting the priorities.  By the way, members of that public health research working group at CDC are here, three of them, at least.  Venkat, who must have just left, Roger Bernier and Peter Briss.  So they'll keep me honest, and we're meeting again on Friday, and we'll have every opportunity to discuss the possibility of working some of this into the last draft of our report, which came under heavy fire from our colleagues at NIH, by the way.  So we're working hard to repair some of that damage.



Anyway, the first three had to do with agenda setting, and they are the same three that are DOT points 1, 2, and 3 on Shawna's list here.  But then I want to hope that we can take this suggestion of positioning CDC to a readiness to fund in a shorter turnaround time, some of the natural experiments that emerge.



Clearly, this relates to yet another on this list, the notion of braided funding across DHHS agencies, things we can do collaboratively with other agencies, and then things we can do with our colleagues in the independent sector, the foundations, and Tracy will probably say more about that.



The sixth item, strengthening and spreading surveillance systems.  We have, I think, come to an understanding here that much of our success in using designs other than randomized trials, that much of our success with randomized trials depends on the quality of archival data, and the spread of our surveillance systems' recoverage of them, the comprehensiveness of their data.



Finally, a very intriguing idea that some of my colleagues got very excited about, was the idea of reinvigorating the Epidemiology Intelligence Service with some new rules of the kind that we have discussed there.  The SWAT teams who now go out mostly to investigate outbreaks of infectious diseases, or at least historically that has been their role, they could be seen as a resource to go out and to evaluate emerging situations of policy change and opportunistic studies that might not otherwise be able to be dealt with through the usual funding process.



So those are just some highlights of what I found on the list, and what I heard.  I hope we can make some of them happen sooner, rather than later, at CDC.



DR. MERCER:  And Larry, can I just comment?  One thing I'm very surprised you didn't say anything about was CDC's recent commitment that has some idea of continuing to community based participatory research and establishing evidence base there, which is also reflected as something you all suggested here.



DR. GREEN:  I assumed everybody knew.



DR. FINE:  And Tracy Orleans from the Robert Wood Johnson Foundation, who has been one of our partners throughout this entire effort, and we hope will be a future partner.



DR. ORLEANS:  Well, I think to set the context, it is a very good thing that so much of what I'm going to say is so similar to so much of what Larry Green just said, and maybe will be similar to what Larry Fine says as well, because I think it is really time that funders collaborate.  Braided science is something that we have to do, and we have to find ways to complement each other's work.  We at the Robert Wood Johnson Foundation are very much committed to that.



Just briefly ‑‑ and I'm going to thank you, by the way, Shawna, for this wonderful distillation ‑‑ I'm going to refer to just a few things that you can find actually on the first page of this summary.  One is I think we have discovered today, and I really thank you, Will, for your stunning kind of overview of when we do and don't need experimental designs.



Let me pause and say that I found the last two days incredibly informative, and I think that there will be much food for thought to come from this for quite awhile from all of us.  So I'm still very much distilling what we've learned about multiple baseline designs.  But going back, we heard over the last couple of days that we really need to, and I'm going to quote Venkat here, "untrap our minds" about when is it that we need to establish causality and when is it that we need to figure out what works and what will change health practice, public policy, and population health.  I think that those will lead us to research portfolios, I know they will, that are much more diverse and go well beyond the randomized controlled trial.



Just a few things we're thinking about at the Foundation that you will help us with, because we've got some information to take back here.



Number one, we see obesity as a terrific area for a variety of different kinds of approach to science.  We know so little in so many areas at this point about how really to tackle the problem of the obesity epidemic.  This is one of our commitments, so what I'm going to say now, I'm going to use obesity as an example for.



We are committed to setting aside funding so that we can capitalize on natural experiments as they occur.  Our funding focus complementing the NIH and working with the CDC funding approach is really to look at studies of policy changes at large in aggregate to study natural variation in policy and environmental influences using existing archival data and surveillance systems so that we can learn quickly about what works and doesn't work when it comes to preventing youth tobacco use, alcohol use, and substance use.



The studies of natural experiments as they occur with funding, are available quickly enough to be able to develop those measures, and setting aside funding for pilots that could lead to NIH funding, because NIH is not able to provide that funding quickly.



So I can say that in the area of childhood obesity, prevention and control, you will see those kinds of funding made available, and we will do it as expeditiously as possible with our colleagues, figuring out what the core elements of a surveillance system, for instance, might need to be, so that we could ramp up in obesity prevention and control in much the same way as has been done for tobacco.



The notion of SWAT teams is one, Larry, that we're looking at, too.  In fact, we are thinking about SWAT teams to assess the evaluability of different interventions as they come along, so that we could guide people, including other funders, towards which to evaluate.



So I think natural experiments, studying of natural variation policy, and environmental change using an ecological model, is where you'll see funding coordinated with our colleagues at NIH and CDC.



Two other things.  We are working actively with AHRQ in a number of areas.  We're very interested in studying the process of continuing process improvement.  That is an intervention, and we are seeing it used in health care systems across the country.  Health care systems are complex, and what we know from the Cochrane Collaborative about changing systems, is that systems changes to deliver these evidence-based interventions are most effective when they are multi-component and tailored to the particular system.  So the idea that you'd work in seriatim, multiple baseline staggered design, to use the same quality improvement strategy to make different changes across different systems is one that interests us, and we'd like to find ways to improve the credibility of the data that is coming from these power CQI trials.



Then finally, we are very interested in the issue of improving the use of scientific knowledge as a foundation for public health and health care decisionmaking.  There is science to be done there, too, so it has been a very rich set of discussions, and I look forward to continuing them.



DR. FINE:  Thank you very much.



Denise?



DR. DOUGHERTY:  Thank you.  Lots of what I was going to say about reaction, reaction research, and translational research has already been said.  Let me put this in context, and thank you for your comments, Will, in bringing this to the forefront.



The Agency for Healthcare Research and Quality's charge, and actually the U.S. Department of Health and Human Services' charge, is to actually get treatments used in practice, and there is a big push for that.  The other side of that coin is, and other countries have been more explicit about this, is what is happening with our big investments in biomedical and behavioral research?  Are we getting our money's worth out of them if these practices aren't being used?



There were huge, huge distance challenges in the health care delivery system.  Nonetheless, AHRQ, RWJ, and others are experimenting using Tom Cook's second definition.  Not necessarily a randomized controlled trial, but the questions are causal, because some of the changes that are being suggested to be made in health care delivery are extremely expensive.  They could cause harm if they're not done correctly, and big information technology systems are very expensive for hospitals and community health systems to implement.  We need to do them the right way.



Computerized physician order entry systems.  Evidence is now coming out that in fact things may get worse when you put these order entry systems in if you don't do them the right way.



So a lot of the questions are causal.  It is good to have this partnership with OBSSR, because I think, Will, getting back to some of the things we were discussing at lunch, is that there are other parts of the department, other sciences, that have a lot of the basic information about behavior and organizational change and systems change, that in fact the health care delivery system  could take advantage of in order to make these experiments more likely to bear fruit.



And yes, providers may be a different breed of human, but they still are human, and we all work in organizations.  So I think there is a lot we can learn from the previous research on behavior that may apply to providers.



AHRQ is already using the discussions at this conference.  David Stevens just left.  He left early yesterday.  He is on a team that is putting together a new program announcement called REACHES, and don't ask me what it stands for.  Maybe somebody else knows.  But it is really about translational implementation research or evaluation.  These methodological issues are going to come up, and I think it would be very useful for AHRQ to give some guidance to the health service delivery community and other people who are going to come in about what some actual non-randomized controlled trial methods would be, designs would be, and methods.



Our issue has been we have actually been doing this translation of research into practice and policy for a long time, and have funded a lot of experiments.  The issue is even whether it is a randomized controlled trial or not, and we're not collecting enough information to improve our knowledge base.



Now, I was trained in graduate school with Curt Levine's statement that the best way to understand something is to try to change it.  That may be true, and we are changing things, but I don't think we're understanding enough, so I'm glad to see all this mention of multiple baselines, measuring the process measures, and measuring all the other factors that could intervene in these kinds of translational quality improvement studies.



I have some wishes for future steps as we go forward, and one of them is to get more into the discussion of the different method tradeoffs for different stages of research, from efficacy to effectiveness, to implementation, a concern about when we talk about things being able to be published and getting the methods good enough for publishing.



I think we also need to think about getting them good enough to be used in cost-effectiveness analysis.  We need the effectiveness information first before we can do the cost-effectiveness analysis, but very often you can't do the CEA, because you don't have good enough effectiveness data.  A lot of these changes that we're asking the health care system to make, the questions come back about whether in fact this is cost-effective, not only effective.



So I look forward to continued discussions, and thank you all very much.



DR. FINE:  Thank you.  So I guess the ball is in my court.  I'm not going to say a whole lot.  We, collectively as a group, have discussed next steps for the whole sort of set of partners here, and we've come to a couple of conclusions.



Some of these were fairly tentative, because before this meeting, we saw this meeting as an experiment in the second sense of the word, so we really didn't know what was happening, or what would happen.  But anyway, the first thing I think is there is a lot here to synthesize.  I know I haven't absorbed it, but with Shawna's work, we do have a webcast of this, and we will have a transcript, so we will have at least three good sources of information besides our own failing memories.



I also should say as a way of dissemination, that those are all available to all of you to use in any way that you would like to.  So we're coming up with a plan to synthesize this information, then we will share with you the synthesis, the tentative synthesis we have a plan for publication, whether that is a supplement in the journal, a government publication, or both, and then future workshops related to yet to be defined issues.



For example, important in many of the discussions we had, were insights from the field of evaluation, and Will mentioned that body of scientific work.  That's a relatively, I think, unexplored body of information for most at NIH.  So whether we should have some workshops that look at the techniques that that field have used, lessons they've used, I think there will be many that we will think about, and we'll bring back both.



I don't know how many partners we have.  Four or five partners.  We have a planning committee of at least 20 to 30 people, so we'll bring to them our ideas on how to move forward on those demands, and we'll bring it to the presenters, and to the rest of you who would like to be continuing to have input into this process.



I could have my own list of action items.  There was much more consensus than I thought there would be from my perspective.  You have raised a lot of good, challenging issues.  I think for those of us in the NIH world, it is one thing to say that you're sort of doing a Phase I or Phase II study, that you'll eventually get to the causal test.  It is another thing to say that we've kind of, and this isn't what anyone was advocating, but it could sound like we're giving up on causality.



I don't think that's the message that we want to deliver.  So I think part of the challenge we face within NIH is to figure out how to synthesize some of the messages from this workshop, and how to translate them in a way that will be effective in moving NIH and other agencies in the right direction.  That's all I'm going to say about that.



I have a wonderful thing to do now, which is to thank a lot of people.  Starting with the planning committee, who really started this process going, and gave a lot of input over the last year, the planning committee existing in CDC and NIH.  Denise joined us a little bit later.  Robert Wood Johnson has been an intermittent but important partner along the process.



I, of course, want to thank all the presenters.  You did an amazing job putting up with us during the conference calls, accepting an unreasonable challenge to dream up two studies in between your applying for grants, teaching, and doing all the other million things you do in your life.  Your presentations were wonderful.  They were just very, very impressive.



Tom was an incredible facilitator.  Shawna's work, you have seen it, is incredible.  I think the intellectual quality of the presentations and the discussion was superb, as good as any meeting I have been in.  Vanessa Brown here and Barbara DeVinney played key roles in this process.  There are many people to thank.  So thank you all.



I think besides the wealth of scientific experience that we've seen presented today, underlying this is an incredible persistence of passion, commitment, and intellectual porosity that I think that you all bring to your work, everyone in this room, that really is amazing to see.  It means that we will make a better future, even though the exact path for it isn't exactly clear, but I'm sure the world will be better for your work.



Thank you all very much.



(Applause.)



(Whereupon, at 2:40 p.m., the meeting was adjourned.)




