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Abstract

Network analysis is an approach to research that is uniquely suited to describing, exploring, and understanding structural and relational aspects of health. It is both a methodological tool and a theoretical paradigm that allows us to pose and answer important ecological questions in public health. In this review we trace the history of network analysis, provide a methodological overview of network techniques, and discuss where and how network analysis has been used in public health. We show how network analysis has its roots in mathematics, statistics, sociology, anthropology, psychology, biology, physics, and computer science. In public health, network analysis has been used to study primarily disease transmission, especially for HIV/AIDS and other sexually transmitted diseases; information transmission, particularly for diffusion of innovations; the role of social support and social capital; the influence of personal and social networks on health behavior; and the interorganizational structure of health systems. We conclude with future directions for network analysis in public health.
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INTRODUCTION

Over the past several decades researchers have placed increasing emphasis on using ecological models and methods in the health and social sciences in general, and public health in particular. The 2001 National Institutes of Health report “Toward Higher Levels of Analysis: Progress and Promise in Research on Social and Cultural Dimensions of Health” (110) lays out an ecological and multilevel national research agenda, and its recommendations include support for increased use of measurement at the “group, network, neighborhood, and community levels” (p. 3). This recommendation recognizes an important gap: Although ecological thinking is part of the mainstream in the health sciences (59), we lag behind in having a variety of ecological methods and tools that are routinely used in studies of health (95). In public health, much of what we study is inherently relational: disease transmission, diffusion of innovations, coalitions, peer influence on risky behavior, etc. Network analysis is a research approach that is uniquely suited to describing, exploring, and understanding these types of structural and relational aspects of health. This review outlines the history of network analysis, provides a brief overview of network methods, and shows where and how network analysis has been used in public health.

A network consists of actors that represent individuals, organizations, programs, or other entities. As this review shows, a network can be four different things: a conceptual model, a description of an existing real-world structure or system, a mathematical model, or a simulation. We typically depict a network as a set of actors connected by lines or arrows which show some relationship between them. For example, Figure 1 shows tobacco control agencies in Oregon. The color and size of the nodes show the type of agency and its role within the network; the links between nodes represent contact between agencies.

Network analysis, then, is the field that concerns itself with relational data and research questions. More specifically, the network paradigm has four important features (51):

1. Network analysis is a structural approach that focuses in part on patterns of linkages between actors;
2. it is grounded in empirical data;
3. it makes frequent use of mathematical and computational models; and
4. it is highly graphical.

HISTORY AND DEVELOPMENT OF NETWORK ANALYSIS

Network analysis has a long and complex history drawing on traditions in many different research disciplines. In some cases its development was stepwise, with new ideas building on existing work; other times concurrent development was occurring in different fields. The following brief overview highlights some of the major milestones in the development of social network analysis. For a more detailed treatment of the history of network analysis, see Freeman (51).

Eighteenth-century European mathematician Leonhard Euler used a visual representation of a network of bridges and rivers to solve the now famous Königsberg bridge problem (30). The problem asked if it was possible to walk around the town of Königsberg, crossing each of its seven bridges only once, and returning to the point of origin. By portraying the bridges and land as points with lines between them, Euler determined that no such path existed owing to the number of nodes and links. In doing so, Euler invented graph theory, which provides one of the mathematical foundations for network analysis. Figure 2 shows a version of the Königsberg map and the network developed to explore the problem.

Throughout the 1800s and early 1900s social scientists posed questions about social
ties and developed theories and terminology to describe social connections and social structure (51). Renowned sociologists such as Comte and Simmel are often credited with many of the early ideas providing a foundation for social network analysis. Important contributions were also made during this time by lesser-known social scientists such as ethnologist Eilert Sundt, who studied the formation of social circles among rural Norwegian farmers (33).

In 1929 a new idea about ties between people was proposed in a short story by Hungarian writer Frigyes Karinthy. In the story, a character asserted that he could link anyone in the world to himself through at most five acquaintances, proposing what may be the first mention of the concept of six degrees of separation (109). In Karinthy's time this assertion became a popular game, and it remains a part of popular culture today. Recent appearances of the concept are found on numerous Web sites and in John Guare's play, *Six Degrees of Separation*. The concept of six degrees of separation was one of the first demonstrations that a network approach could be used to discover important characteristics of the natural world.

In the 1920s educational psychologists published a number of studies reporting on characteristics of social ties such as influence, interaction, and companionship (50). Although many important network ideas came from this early work, the studies are often overshadowed by the major contribution made in 1934 by psychiatrist Jacob L. Moreno (100). Moreno developed a new way of representing relationships on paper, called a “sociogram.” A sociogram was a drawing with points representing people connected by lines representing interpersonal relationships. Moreno’s work established network analysis as a unique discipline, and his sociograms were the first specific network analytic tool (141). In 1937 Moreno founded the journal *Sociometry*, which published many of the early studies taking network approaches or developing network methods.

From the mid 1950s to the early 1970s, fields such as sociology, anthropology, and mathematics contributed conceptual, theoretical, and methodological advances that helped to solidify the foundation of modern social network analysis (11, 61, 144). One of the landmark articles in *Sociometry* during this time was a study examining interpersonal communication among physicians and the diffusion of new drugs by Coleman, Katz, and Menzel (39). Coleman, Katz, and Menzel found that the number and types of social connections physicians had influenced their adoption of a new drug with close professional ties facilitating the earliest adoptions.

In 1959, mathematicians Paul Erdős and Alfréd Rényi proposed one of the first formal network models. The Erdős-Rényi model portrayed networks as completely random (9). Surprisingly they found with this model that the larger the size of the network, the fewer connections between network nodes were needed to have the network be completely linked. In fact, according to this model, connecting all six billion people in the world would require each person to have only about 24 random acquaintances (30). This random graph model was an early successful attempt to provide an explanation for how actual networks operate and paved the way for modern mathematical network theory (109).

In the early 1970s sociologist Mark Granovetter proposed a network model that accounted for some basic truths about human social ties (58). Although the Erdős-Rényi network explained why large networks can be connected with a small number of ties (i.e., the “small world” phenomenon), most individuals are not likely to be randomly connected to 24 others around the world. It is more reasonable to assume that people know their neighbors, coworkers, and families. Granovetter posited that, in addition to strong ties to families, neighbors, and coworkers, each person has weak ties to people such as casual acquaintances and that these weak ties held the network together. The acquaintances and friends of friends reached outside what might
otherwise be closed and segmented networks of strong ties, allowing a larger network to form (58).

Granovetter’s work is important for several reasons. First, it helped develop a sophisticated and realistic model of network structure (58). More importantly for its subsequent utility for public health, Granovetter’s work was among the first applications of network theory, which attempted to explain social structure and human behavior. Granovetter’s theory of weak ties arose out of a simple question: “How do people find jobs?” The surprising answer that people find jobs through acquaintances rather than through close friends led to a deeper understanding of how knowledge and information can be efficiently passed through large social networks.

In recent years mathematicians and physicists have started examining the fundamental properties of theoretical and real-world networks. Drawing on the work of social scientists in measuring network centralization (49, 126) physicists developed models such as the small-world model and the scale-free model, which have been useful in describing very large networks (9, 143). In particular, scale-free networks have hubs, or a few nodes that have an unusually high number of links, whereas other nodes have a small and relatively consistent number of links. This structure has since been identified in diverse networks such as sexual partners in the early stages of the AIDS epidemic, the national and international network of airports and flights, and networks of large businesses (9).

Social network analysis rapidly developed as a distinct discipline in the decades following the 1970s (51). Important contributions were made from an extremely wide variety of fields, including sociology, psychology, political science, anthropology, communication, business, mathematics (especially graph theory), statistics, computer science, and physics. In 1977 the professional association for social network analysis was founded: the International Network for Social Network Analysis (INSNA). Shortly thereafter professional journals focusing on network analysis appeared (e.g., *Social Networks*), and international conferences were established (i.e., the annual Sunbelt Conference). One critical aspect of the success of social network analysis was the development and availability of software packages, including UCINET (25) and Pajek (13). As network analysis grew and was applied in various mathematical, biological, behavioral, and organizational contexts, it became clear that it was not simply a new analytic tool, but a distinctive theoretical discipline. In fact, network analysis can be seen as a type of “normal” science, using Kuhn’s terminology (65, 85). Network analysis, thus, provides public health with a new way of framing and answering important health questions. To introduce some of the major differences between network approaches and traditional research methodology, the next section contains an overview of network methods.

**A BRIEF OVERVIEW OF NETWORK ANALYSIS METHODS**

The inherently relational quality of network methods requires a shift in thinking when it comes to research methodology. Network approaches focus on relationships between subjects rather than relationships between subject attributes (i.e., variables). Study design, data collection, and data analysis incorporate this relational perspective, requiring unique approaches to each.

**Study Design and Data Collection**

Traditional study designs in public health typically utilize attribute data at the individual level. For these types of designs, data can be collected from individuals before the entire sample has been identified, recruited, or interviewed. Data collection in network studies works quite differently. For many network studies, the entire network must be identified before data collection starts. For example, in a study of student friendships, students in
Table 1  Comparison of attribute data format (top) and network data format (bottom)

<table>
<thead>
<tr>
<th>Attribute data</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Age</td>
<td>Gender</td>
<td>Educ.</td>
<td># Partners</td>
<td>Diagnosed</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>M</td>
<td>Low</td>
<td>7</td>
<td>Y</td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>F</td>
<td>Low</td>
<td>3</td>
<td>N</td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>F</td>
<td>High</td>
<td>4</td>
<td>N</td>
</tr>
<tr>
<td>4</td>
<td>34</td>
<td>M</td>
<td>Med.</td>
<td>4</td>
<td>Y</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>F</td>
<td>Med.</td>
<td>2</td>
<td>N</td>
</tr>
<tr>
<td>6</td>
<td>37</td>
<td>M</td>
<td>High</td>
<td>5</td>
<td>N</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Network (friendship) data</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>Bob</td>
<td>Karen</td>
<td>Nancy</td>
<td>Peter</td>
<td>Roberta</td>
</tr>
<tr>
<td>Bob</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Karen</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Nancy</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Peter</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Roberta</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Scott</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

This type of network data collection is sometimes referred to as complete or bounded because it is based on prior identification of all network members. In many cases, network identification is straightforward, especially when boundaries are clear. For example, a network analysis of a substance abuse referral network would identify all social service agencies in a particular county that provide or receive referrals for substance abuse services. However, in many cases, network identification may not have clearly defined boundaries. One useful network sampling approach is snowball sampling or respondent-driven sampling (43, 120). This type of sampling falls into the larger category of link-tracing designs (128). Here, the researcher starts with a small number of network members and asks them who else should be included in the network. These new network members are then approached and are in turn asked to nominate network members. Typically, after a small number of waves network members start nominating people who have already been nominated. For more information about network study design see the 2004 text by Morris (101) and the 1992 article by Doreian & Woodard (43).

Data Analysis
Although many ways exist to analyze network data, three broad approaches to analysis are generally used. First, network visualization allows researchers and audiences to view various graphical depictions of networks. Second, descriptive analyses of network properties can reveal important details concerning the (a) position of network actors, (b) properties of network subgroups (called a subgraph), or (c) characteristics of a complete network (Table 2 provides definitions and terms used at each level). Third, recent work in
Table 2  Network levels of analysis with descriptions and network measures

<table>
<thead>
<tr>
<th>Level</th>
<th>Definition and purpose</th>
<th>Standard network measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual</td>
<td>A single actor or node Identification of the position or location and characteristics of an actor within a network</td>
<td>Degree: Connectivity of a given actor or node given by the number of lines that are incident (connected) to the node</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Centrality: Importance or prominence of a given actor or node Following are several types of centrality: Betweenness: extent to which an actor lies between two nodes that would not otherwise be connected Closeness: how close an actor is to all other actors on the basis of distance between nodes Degree: extent to which an actor is connected to others; the simplest of the centrality measures Prestige: specifically for directed networks; extent to which other members choose a given actor or node</td>
</tr>
<tr>
<td>Subgraph</td>
<td>A subset of the graph based on certain nodes or links Examination of characteristics of a group</td>
<td>Dyad: A pair of actors and the possible tie between them Triad: Three actors and the ties between them k-core: All nodes in a network with degree ( \geq k ) Clique: Three or more actors connected by all possible connections</td>
</tr>
<tr>
<td>Network</td>
<td>The entire system of nodes and links Description or inference based on the structure of the entire network</td>
<td>Density: Ratio of observed ties to possible ties Diameter: Longest of all geodesics (shortest path between two nodes) Centralization: Extent to which the graph shows a hierarchical or centralized structure</td>
</tr>
</tbody>
</table>

stochastic and longitudinal network methods allows investigators to build and test inferential and longitudinal network models.

**Network visualization.** Network visualization consists of presenting network information in graphic format and is a major part of social network analysis. Figure 3, for example, depicts the friendship network based on data from Table 2. Graphic representation allows researchers to ask and answer questions about the network that might not be statistically obvious. Modern network software incorporates layout and presentation algorithms that facilitate efficient and accurate interpretation of network graphs. This is important because networks can be displayed in a variety of ways. For example, Figure 4 shows two ways of displaying the same tobacco control network. On top is a ring network, where all the nodes are arranged in an oval. This configuration is limited in that it becomes hard to determine which nodes are more (or less) connected to others. In comparison, the bottom figure uses an energy or spring embedding algorithm to position more central nodes (those with more connections) toward the center of the network (54), making it easier to see the structure. Modern visualization techniques have been developed to display large and complicated networks in two- and three-dimensional space (68).

**Network description.** As Table 2 suggests, network description can focus on the role of individual actors in the network, identification
This network graphic depicts the friendship ties between six individuals. This was developed by the authors for the purpose of demonstrating how network data is visualized. The data underlying the network can be found in Table 2.

and interpretation of subgroups (called a subgraph), and analysis of overall network structure. For a more formal and complete treatment of network methods, see the Wasserman & Faust text (141). Analysis at the individual level typically consists of identifying the position or location of an actor within a network. Traditionally, researchers have paid attention particularly to actors who play central roles, for example, those who are chosen more frequently by other network members (high prestige) or who act as brokers in communication or transmission networks (high betweenness). For example, in a study of adolescent smoking, Ennett & Bauman (45) identified three positions in social networks associated with transmission of health behaviors: isolate, bridge, and clique member. These positions were defined by the number and types of links individuals had to others in the network, and each position was associated with a different probability of adopting a particular health behavior. Ennett & Bauman found that isolates, or adolescents with few or no links to others, were more likely to be smokers than were adolescents in bridge or clique positions. A later study determined that, among middle school students, popular students with many links to others were more likely to become smokers (139).

Subgraph analysis consists of identifying and analyzing a subset of links and nodes from a network. This approach is used to understand cohesion in groups and to identify characteristics of dyads, triads, and other subsets (Table 2). For example, in an article about risk potential for HIV infection (53) Friedman et al. used subgraph analysis to find all the components comprised of individuals in the network that had two or more drug-injecting or sexual links. They determined that this subset of individuals was an appropriate target for HIV prevention efforts because they were more likely to be HIV positive or engage in high-risk behaviors.

Finally, network description can focus on the overall structure of the network. Network-level statistics provide insight into how connected a network is or how flat or hierarchical the relationship structure is. Analyses of public health systems often report network-level results because they are typically examining collaboration in a group of agencies (84, 115). For example, in an article about a health policy network addressing diabetes along the U.S.-Mexican border (115), Provan et al. compared the density of a network of agencies for four different relations: sharing information, sharing resources, working together on projects, and sharing...
referrals. They found that the information-sharing network had the highest density, suggesting that information was passed between agencies more frequently than were resources or referrals.

**Stochastic and longitudinal networks.** One limitation of the preceding methods is that they are fundamentally descriptive. Network data is, by definition, nonindependent, and thus traditional parametric models, that require independence of observations cannot be applied. In the past decade, however, researchers have developed stochastic network modeling methods, which can be used to test network hypotheses (142). Also, new methods have been developed that allow analysis of longitudinal network data (127). To date, only a handful of public health studies have utilized stochastic (102, 103) or longitudinal (111, 133, 134) methods.

### THE USE OF NETWORK ANALYSIS IN PUBLIC HEALTH

Public health has long recognized the importance of relational characteristics in understanding disease and health. The role of close physical contact in communicable disease outbreaks and the influence of peers on adolescent smoking and substance use are two notable examples. However, although public health has often adopted an ecological framework that recognized the importance of relational information, only relatively recently have scholars utilized a more explicit network analytic approach. Our review suggests that the use of network analysis in public health falls into three broad categories: transmission networks, social networks, and organizational networks (see Figure 5). This organization is not based on particular network analytic methods or theory per se; rather, it reflects how public health researchers have utilized network analytic tools to address public health problems.

### Transmission Networks

Analysis of transmission networks represents a common use of network analysis in public health. Transmission networks are social systems that structure the flow of some tangible element. Here the emphasis is on what flows between actors in a network. There are two major types of transmission networks studied in public health: disease transmission networks and information transmission networks.

**Disease transmission networks.** Friedman & Aral (52) defined disease transmission networks as risk potential networks, which are networks of individuals connected by ties that can spread infection. As Eames & Keeling pointed out (44), “A wide range of communicable human diseases can be considered as spreading through a network of possible transmission routes. The implied network structure is vital in determining disease dynamics...” (p. 13,330).

These ties include behaviors such as needle sharing or risky sexual activity, as well as seemingly less risky connections such as living in the same household or belonging to the same friendship group. In terms of risk potential, network analysis has been used primarily to look at the spread of HIV/AIDS, other sexually transmitted diseases (STDs), and other infectious diseases. Much of this research has highlighted differences between network approaches and traditional epidemiological models of STDs and HIV.

Traditional disease outbreak models examining person-to-person spread of infection typically consist of the frequency of cases over time (78), whereas network models of transmission show relationships among individuals. The difference can be seen in Figure 6 with an epidemic curve showing the spread of syphilis on the left (34) and a network graph modeling the spread of syphilis (in a different population) on the right (119). The epidemiologic model is most useful for identifying the course of an outbreak or epidemic,
whereas the network model reveals the underlying transmission structure of the outbreak. The network model is useful particularly for planning interventions for the disease in question (147). These figures are included to allow the reader to compare traditional epidemiologic methods with network analytic methods.

Network-like diagrams depicting disease transmission appeared in print as early as 1940 (31). More recently, similar diagrams depicting the early spread of HIV/AIDS were presented as a tool for understanding and addressing this emerging health problem. In 1984, just as the American public became aware of the AIDS epidemic, Auerbach and colleagues published an article entitled “Cluster of Cases of the Acquired Immune Deficiency Syndrome” in the American Journal of Medicine (7). The article presented a diagram of 40 AIDS patients in 10 cities linked by sexual contact. This depiction was among the first evidence that AIDS was an infectious disease and was transmitted through sexual contact. In 1985 Klovdahl took a network approach to analyzing the data from the Auerbach et al. study (80). His conceptualization of disease transmission as a social network allowed researchers the opportunity to consider disease in a new way, which marked a transition to wider use of network concepts and methods for studying infectious diseases. Since that time, numerous other studies have considered risk potential networks and HIV/AIDS transmission. These studies have focused primarily on sexual and needle-sharing networks and identified risk factors associated with network characteristics (41, 53, 87, 104). In addition, characteristics of network structure have been associated with the various stages of HIV epidemics (114).

Through analysis of HIV/AIDS risk potential networks, researchers have identified a number of network-related risk factors for HIV transmission, including network position and composition. In studies of street-level drug markets, researchers found that network position was associated with levels of AIDS risk behaviors and HIV infection rates (41, 53). These studies, based on a population of 767 injecting drug users (IDU) in New York, reported that a higher percentage of core and inner periphery members were HIV positive. Core members were those considered “regular” members by others in the network, whereas inner-periphery members were those who had shared drugs with a core member in the past 30 days but were not in the core. In addition to having a higher rate of HIV, these core and inner-periphery network members were involved in risk behaviors such as sharing syringes more often than were network members in the outer periphery. Another study of IDUs found that individuals were more likely to share needles with strongly connected friends than with new friends or friends who were weakly connected (140). This factor reduced their short-term risk of HIV but not the long-term risk owing to the high level of turnover in friendships in this population. By examining the social networks of another population of IDUs, researchers also found that the larger and denser a person’s drug network was, the more likely he/she was to share needles (87). In general, the more close or strong ties an IDU has, the more likely he/she is to share needles and to be at risk for HIV (140).

In addition to individual network position and composition, structural network properties have been associated with the epidemic stage or level of transmission of HIV within a population. The amount of assortative and disassortative mixing within the network and the presence of cyclic or dendritic structures are indicators of how HIV is spreading through the population (113, 114). Assortative mixing occurs when people who have something in common are connected to each other. That is, a network where “birds of a feather flock together” would be considered assortative, whereas a network where “opposites attract” would be considered disassortative (102).

By simulating the spread of HIV through networks of sexual relationships, Morris &
Adapted from (113).

Kretzschmar (102) found that, compared with random mixing, both assortative and disassortative mixing regarding the number of sexual partners increased the odds of a large epidemic once there had been an outbreak. Further evidence to support this comes from two studies that found that it was not just having more partners that was a risk factor for becoming HIV positive; in fact, it was disassortative sexual partnerships between younger men and older men that increased HIV risk (104, 122).

Mixing patterns are not the only factor influencing HIV transmission networks. In a study of network structure and STD, Potterat and colleagues (113) identified cyclic structures, or closed loops, within a network as being loci of epidemics that are often present early in an epidemic. Conversely, dendritic, or tree-like, structures appeared indicative of the later phases of an epidemic where the rate of new cases is decreasing (see Figure 7). In a later study in the same community, Potterat and colleagues found a mixture of these two structures in an HIV network. They suggested that the hybrid network structure was associated with the low-to-moderate spread of HIV observed in the community (114).

STDs have been another focus of public health network research. Research in this area has focused on gaps in traditional epidemiologic methods of contact tracing for STD prevention and control (6, 67, 82, 119). The utility of network analysis for understanding STDs was strikingly demonstrated to researchers and the public in 1998 when Rothenberg and colleagues (119) published an article on a syphilis outbreak in young teenage girls in an affluent Atlanta suburb. A network of 99 teenagers connected by sexual contact was identified when six girls, most under the age of 16, were diagnosed with syphilis (Figure 6b). Although the high level of sexual activity among this group of young teenagers appeared unique, a 2004 study (15) of the population of students in a Midwestern high school found a sexual and romantic relations network (Figure 8) that included 288 of the 832 students interviewed. Like the teenagers in Atlanta, these students were involved in a single large connected component, putting them at much greater risk for contracting an STD.

Similar to findings in HIV/AIDS research, the structure of an STD transmission network may be different depending on the stage of STD epidemic and the likelihood of assortative or disassortative mixing in various populations (89, 113). Laumann and colleagues
(89) found that the higher STD infection rate among African Americans could have a network explanation; specifically, within the African American population there is more disassortative mixing concerning the number of sexual partners. Those who had few partners were five times more likely to choose partners that had four or more partners in the previous year. Laumann and colleagues also found that this community was assortative regarding race in choosing sexual partners, keeping STD transmission within the African American community.

Network characteristics differ across different types of STD transmission networks. Networks depicting the spread of chlamydia, gonorrhea (130, 150), and syphilis (119) each have distinctive characteristics. Specifically, Stoner and colleagues (130) found that gonorrhea networks were larger than chlamydia networks and that individuals in gonorrhea networks had more sex partners. Wylie & Jolly (150) found that chlamydia networks had more disassortative mixing concerning the number of sexual partners and that individuals in chlamydia components were from fewer distinct geographical locations.

Identification of network characteristics can lead to development and implementation of more efficient and effective interventions (42, 82, 118, 146, 150). Rothenberg & Narramore (118) describe changes in the approach of a Nashville STD control program based on their review of network research. The new approach allowed the intervention specialists to develop and maintain strong long-term connections in specific neighborhoods to get to know the inhabitants and identify more easily the social networks appropriate for intervention. Examination of other interventions found that network approaches utilizing peer networks were more effective in educating IDUs about risk behaviors and HIV (28, 88) than traditional approaches were.

Although most of the network research on disease transmission has been in the areas of HIV/AIDS and STDs, researchers have done some work on other types of disease transmission. In 2001, Klovdahl and colleagues published an article using network methods to reconstruct an outbreak of tuberculosis in the mid-1980s (81). The research team used biological, epidemiological, and network information to identify the people and places involved in transmission. The authors found that by taking a network approach, they could assess the importance of people and places and could identify individuals that were not identified by the traditional contact-tracing procedures followed during the outbreak. This approach has since been adopted by the CDC in their guidelines and procedures for tuberculosis control; the new CDC contact-tracing form includes questions regarding places where tuberculosis may have been acquired (36).

Network models of disease transmission have been used to examine recent outbreaks of severe acute respiratory syndrome (SARS) (98). Like other risk potential network
articles, this study supports the idea that epidemiologic models assigning an equal chance of spreading disease to each individual are unrealistic. Meyers and colleagues used information from observed SARS outbreaks in China and Canada to develop theoretical models of disease spread through different network configurations using information about real-life contacts among individuals. This approach allowed the investigators to use social network information from the first few cases of an outbreak to make predictions about the scale of the impending outbreak and about preventive measures that could impede the spread of disease. In addition, a 2003 MMWR report on the worldwide spread of SARS focused on contacts among individuals, connecting them through the places they had visited (35).

Finally, in a 2003 study on control measures for pneumonia outbreaks (97), Meyers et al. found that network theory and methods were useful to epidemiologists in modeling the spread of an infection in a healthcare facility. From this model they determined that caregivers, although less likely to become ill, had higher rates of transmission to patients than did patients to caregivers. This finding allowed Meyers et al. to propose specific strategies for reducing the transmission of pneumonia in this setting.

In summary, network analysis has advanced epidemiologic work on disease transmission in three ways: by providing structural descriptions of transmission networks, by developing simulations and models that provide more accurate predictions of the course of a disease (112), and by suggesting new types of disease prevention interventions based on a relational approach.

**Information transmission networks.** In public health, like other fields, social networks facilitate the dissemination of information. A central goal of health communication and health education is to devise efficient and effective ways to translate and disseminate health information to practitioners, communities and consumers, which could reduce disease risk and promote health. These fields are making greater use of network analytic methods to shape how health information is transmitted through and to health consumers.

One early and influential work in this area was the 1955 book by Katz & Lazarsfeld on the two-step flow of information (73). Drawing on their studies of 1940s political campaigns, Katz & Lazarsfeld proposed that the impact of media messages is mediated by social relationships. The role of information networks can perhaps be seen most clearly in Rogers's theory of diffusion of innovations (DOI) (117) first published in 1962. According to Rogers, DOI consists of three major steps in the process of adopting an innovation: (a) become aware of and learn about the innovation, (b) develop a positive or negative attitude toward the innovation, and (c) put the innovation to use. Rogers also categorized the adopters of any new innovation or idea into five categories, each located along a bell-shaped curve in the following order: innovators, early adopters, early majority, late majority, and laggards. DOI is clearly, at least in part, a structural phenomenon. Network characteristics, such as the centrality of adopters, can influence the speed and breadth of the spread of the information. For a treatment of how networks structure information flow and adoption from the perspective of a public health researcher, see Valente (133).

An early and influential study of information diffusion was conducted by Coleman et al. in 1966. Coleman and colleagues (40) examined the diffusion of information about new drugs through the informal social networks of physicians. Since this study, social network analysis has been used to model the diffusion of public health innovations in several areas, including family planning (27, 99, 129), reproductive health campaigns (47, 138), and HIV education and prevention messages (28, 99). Several of the studies of diffusion of family planning information found that having a direct or indirect link to the source of information was associated with either having more knowledge.
of family planning (27, 129, 138) or increasing the use of contraceptives (27, 138). Not only did having a link to the source of information make a difference, but the composition of an individual’s personal network and an individual’s position within that network also had some relationship to knowledge and behaviors. Two studies (27, 129) found that network position was associated with family planning knowledge, attitudes, and, possibly, use. Isolates, or those individuals without network ties, showed different patterns of knowledge and attitudes than did those who had discussed family planning within or outside the village. Namely, using a modern method of family planning was associated with having discussed family planning with someone outside the village (129).

In their 2006 article in *Sexually Transmitted Diseases*, authors Valente & Fosados describe the use of network models of DOI to enhance public health interventions (136). They assert that, although public health is moving forward by taking a more multimedia approach to disseminating interventions, the approaches are still often lacking an interpersonal communication component. The authors conclude that, “who delivers the message, and in what interpersonal context, may be just as, if not more important than the message itself, [and] may result in better, more relevant, and perhaps more effective programs” (p. 22).

Finally, network researchers have worked on developing simulations that reveal the properties of dissemination networks. Valente & Davis simulated diffusion networks and showed that innovation adoption was quickest if the early adopters were also opinion leaders in the network (135). More recently, sophisticated mathematical models of diffusion networks have incorporated differential costs of adoption, which appear to follow a fundamental power law (60).

As the field of public health has discovered more about network influences on information transmission, researchers and funders have started building their own networks to speed up the dissemination of public health knowledge. An example of this is the Centers for Disease Control and Prevention’s Healthy Aging Research Network (63). Tobacco control has been in the forefront of establishing research and training networks to enhance information dissemination; examples include the National Cancer Institute’s Tobacco Harm Reduction Network, the Tobacco & Health Disparities Research Network, and the Global Tobacco Research Network (108).

**Social Networks**

Social networks represent the second major area for network analysis in public health. Research on social networks focuses less on the transmission of a specific tangible element and more on how social structure and relationships act to promote or influence health and health behavior. Specifically, public health researchers have examined the influence of social support and social capital on morbidity and mortality as well as on general well-being. Additionally, this research area has included numerous descriptive studies of social support networks in various populations, such as the chronically ill, depressed, homeless, or elderly. Researchers have also examined the relationship between social networks and specific health behaviors.

**Social support and social capital.** Along with disease transmission, using network analysis to understand how social support and social capital influence health has been one of the largest areas of network research in public health. Social support and social capital are related but distinct concepts. According to a recent review, social support is typically defined as the actual and perceived resources available to an individual from friends, family, and acquaintances (48). Much of the early work on social networks examined how different aspects of social support influenced mental health, physical health, and behavior (17, 79). Although this early work was often based
on sophisticated theories (for example, distinguishing the related concepts of social network from social support), the studies were limited by relatively crude network tools and research methods. The general results of this early work on social support indicated that greater social support [often measured simply as number of friends, frequency of contact with close family members, self-reports of quality of support received, etc. (94)] was strongly associated with greater mental health and reduced mortality (17). However, taken as a whole, the work on social support was less successful at revealing the mechanism or structure of the social connections and processes that appeared to influence health strongly.

With the introduction of the concept of social capital, investigators had a more sophisticated theoretical model that not only explained the health benefits of social support, but also proposed a more specific structural model that suggested a more dynamic process between persons and the social networks that they inhabit. Lin has defined social capital as “resources embedded in a social structure which are accessed and/or mobilized in purposive actions” (92, p. 35). Access to resources is thus a critical part of social capital, which includes the concepts of cooperation and collective action. Specifically, it is defined as membership in social networks that facilitate access to resources (24, 56, 75, 92, 151). One of the major differences between the two concepts of social support and social capital is the level of analysis. Whereas social support tends to be conceptualized and measured at the interindividual level, social capital includes higher-level constructs such as neighborhood, group, or state (74). The research on social support and social capital is voluminous; the following section highlights how these concepts have been applied in public health.

Although there is some earlier research on the subject, the number of studies examining associations between social support and aspects of psychological and physical health increased dramatically following the publication of three review papers (32, 38, 71) in the mid-1970s (29). Findings associating social support with health have ranged from determining that the risk of death was 2.3 times higher for men and 2.8 times higher for women considered “isolated” by a limited number of social and community ties (18) to the well-being of blind adolescents being more influenced by network characteristics than by personal attributes (77).

Several studies found that having a large network improved health and reduced mortality. For example, one early study (64) found that men reporting more social relationships and activities had lower levels of mortality over a lengthy follow-up period. In a study of how women’s social networks influence child survival in Mali, family network size significantly increased the odds of child survival after controlling for demographic characteristics (1). Having a large network lowered the risk of family homelessness in a population of homeless and never-homeless, low-income, single mothers (12), and denser networks led to longer-lasting ties for elderly patients in long-term care (14). In addition, social network characteristics impact success or failure in alcohol treatment (10), influence the level of satisfaction of caregivers (55), affect level of depression (57, 93), and predict blood pressure rates (22).

In general, individuals experiencing mental and physical health problems have smaller, less-dense, and disadvantaged social support networks. The social support networks for depressed patients showed deficits (5), social support networks for mental health patients tended to “burn out” over time (20), and social support networks of HIV+ individuals appeared smaller than those for other groups (123). A recent study by Knowlton examining the caregiver networks of low-income African American injection drug users with HIV/AIDS found that the support networks consisted disproportionately of other low-income, drug-using, HIV-infected African Americans (83). Investigators noted a similar phenomenon in social support in...
employment referral programs among the urban African American poor. Job referral networks in populations of urban African American poor are deficient and may contribute to the problem of unemployment in this community (116). For example, African American mothers living in poorer neighborhoods have fewer employed and college-educated friends and more friends on public assistance than do those in wealthier neighborhoods (116). Job finding through word of mouth varies for different racial, ethnic groups and by gender, immigration status, and education, with wealthier individuals having more access to social support (125) that increased opportunities for employment. In general the characteristics of social ties with family and friends affect the scope and type of employment opportunities an individual has (91).

Directly and indirectly in a number of studies, researchers have linked social capital to health and well-being, typically finding that greater levels of social capital are associated with better health or well-being (75, 76, 121, 151). A 1997 study by Kawachi and colleagues (76) found that higher social capital, as measured by questions on the General Social Survey regarding trust, reciprocity, and group membership, was strongly associated with lower levels of mortality, even after adjusting for poverty rates and median income. A follow-up report in 1999 found that states with low social capital had more residents reporting fair or poor health (75). The researchers determined that the odds of reporting fair or poor health when living in a state with low social capital were similar to the odds of reporting fair or poor health among current smokers and obese individuals.

A 2005 study of the health implications of social capital found that regular involvement in informal networks (socializing with friends, family, neighbors, coworkers, etc.) was positively associated with better mental health, but not with better physical health (151). In a 1997 study of neighborhoods and violent crime, Sampson and colleagues determined that social cohesion and trust predicted lower rates of neighborhood violence after adjusting for neighborhood composition, prior violence, and other potential confounders (121).

In general, social support and social capital are important factors in a population’s health and well-being. Physical and emotional health along with general well-being all increased with increased social support or social capital. These findings are important for public health professionals developing interventions; building networks that increase the social support and social capital of individuals could be an effective way to combat poor health.

**Health behavior.** Research on how social networks influence health behavior has focused on social position and the topics of substance use and other risky behaviors. Starting with the 1993 Ennett & Bauman (45) article on peer groups and adolescent smoking, researchers using network analysis to understand health behaviors have often focused on how social position influences health behaviors. Ennett & Bauman used previously defined terminology to describe three major social positions that may be associated with health behavior: clique member, liaison, and isolate. Isolates were identified as having little or no interaction with peers and having higher odds of being a current smoker. Clique members, or groups of adolescents that spend more time with each other than with others, and liaisons, who interact with others but not a specific group, both had lower smoking rates.

Ennett & Bauman also found that liaisons may be at risk for substance use because they become exposed to the norms of different groups, any of which may support misuse (45, 137). Other studies during this time period concluded that having a best friend who smoked positively influenced outsiders (isolates) to smoke but did not show the same influence with those who were part of a friendship group (clique) (4). Later research found that popular students were more likely to smoke in general (139), or that popular students were more likely to smoke in
schools with high smoking prevalence and less likely to smoke in schools with low smoking prevalence (2). Another study confirmed that risk-takers accumulated in isolate positions and that individuals in isolate positions drifted toward risk-taking groups, whereas clique members shifted from nonrisk-taking behaviors to risk-taking behaviors over time (111).

Research using a network approach to examine health behaviors also includes studies about delinquency, STD risk, and health care utilization. First, two studies on the impact of network position on delinquent or bullying behavior showed that having friends who participated in bullying behavior was associated with being a bully (105), and, similarly, having friends who exhibited delinquent behavior was associated with delinquency (62).

In a study of STD risks and social network influence on health behavior, investigators found that risk perceptions varied significantly across network position. Core and bridge individuals were likely to perceive lower levels of STD risk than were isolates, and those perceiving lower risk were less likely to have used condoms (19). In a network study of health screening, Allen (3) found that social network size was not associated with breast cancer screening practices among employed women, but peer perception of breast cancer screening as normative was predictive of regular screening. Finally, a study of racial differences in network influence on health behavior found that African Americans were less likely to know someone who had experienced surgical replacement of the hip or knee (21) and, as a result, were less likely to perceive this type of surgery as beneficial.

Among those associating peer influence with smoking, drinking, and drug behavior, researchers have discussed whether peer selection might be a result rather than a cause of behavior. According to researchers, similarity between friends could be due to selecting similar others for their friends, influencing each other during the friendship, and discarding (or deselecting) dissimilar friends (4). In a 1997 study of friendship selection, Urberg et al. (132) found that friendship selection plays a stronger role in similarity between adolescents than does influence. Several additional studies reported similar findings regarding the large role selection plays in similarity between friends (4). Valente and colleagues (137) frame this as a chicken-egg argument, that is, does friendship grouping precede or follow substance use? Ennett & Bauman (46) and Kandel (70) found that it was neither the chicken nor the egg; both peer-group selection and influence within the peer group after selection affected behavior.

Organizational Networks

Scholars in public health have moved toward taking a systems approach to design and evaluate public health programs. In their 2006 introduction to the American Journal of Public Health special issue on systems thinking (90), Leischow & Milstein described systems approaches as, “a paradigm or perspective that considers connections among different components, plans for the implications of their interaction, and requires transdisciplinary thinking as well as active engagement of those who have a stake in the outcome to govern the course of change” (p. 403). Fittingly, this approach is taking a more prominent role in public health at the same time that network analysis is becoming a more widely employed tool. Organizational network analysis differs from network analysis of transmission and social networks in that the networks are comprised of agencies or organizations rather than of individuals. Organizational network analysis has been used extensively in business and political science but has only recently appeared in public health studies (26).

Although limited research has applied network theory and analysis in the area of public health organizations, existing studies have considered a variety of health systems. Given
the prominence of HIV/AIDS in network research, it is no surprise that there have been multiple studies of HIV/AIDS service organizations (86, 124, 149). In addition, researchers have taken network approaches to understand better the public and private agencies serving the mentally ill and mental health (16, 107, 131), community agencies addressing child abuse (106), services for the health and social well-being of the elderly (23, 69), emergency preparedness and response (72, 37), tobacco control (84), cancer support (96), health policy (115), and health promotion (145).

Several of these studies found that in public health organizations, past relationships predicted partnering (96, 124), as did working on a common issue (23, 145) or exchanging/receiving funding (96, 106, 124, 148). Among health care systems providing services for specific populations—such as the elderly, mental health patients, or HIV/AIDS patients—links between agencies consist of sending and receiving client referrals (23, 86, 107, 145, 148), sending and receiving funding (84, 96, 106, 124, 148), and utilizing joint programs or providing service (23, 66, 84, 86, 148). Some researchers identified barriers to interorganizational relationships, namely that building relationships takes resources and can limit autonomy (23, 96). Several articles identified a core or lead agency or group of agencies within the system they were evaluating (72, 84, 86, 148); however, no other common organizational network characteristics were easily identified in this literature.

Organizational network analysis has given insight into the overall structures and types of relationships that exist in a variety of public health systems. This information provides a base for future research in this area that could include structural evaluation of public health systems and evidence-based recommendations for developing effective relationships within these systems.

**SUMMARY AND FUTURE DIRECTIONS**

Over the past several decades network analysis has become an increasingly important analytic tool and research framework in public health. It has been widely used particularly to study disease and information transmission networks, to examine the role of social networks on health and health behavior, and to study interorganizational networks in public health systems. Throughout this work we can see that network analysis has been applied in three different ways: to study existing public health networks (e.g., service referral networks), to apply a network theory to a health phenomenon (e.g., examining whether a contagion hypothesis explains patterns of STD transmission), and to use a network approach for developing and implementing health interventions (e.g., using network characteristics to identify central actors to speed up diffusion of health information).

To build on these early successes and to realize further the potential of network analysis for public health, we make the following suggestions:

- Most of the application of network analysis in public health has been as an analytic tool to help us answer basic science questions about the social and ecological determinants of health. However, we are starting to see how the network paradigm is being used to shape public health surveillance and practice; for example, CDC now uses a network approach in their contact-tracing procedures for tracking infectious diseases such as tuberculosis (36). There are numerous opportunities in public health practice to implement our ecological, network discoveries. For example, as we learn more about the characteristics of health and naturally occurring networks, we can use this knowledge to build more effective community-based coalitions.
Public health researchers should start moving beyond network descriptions and take advantage of the new stochastic and longitudinal network analysis models being developed. This allows us to pose specific ecological and structural research hypotheses that can be formally modeled and tested using advanced network methods.

Network analysis should be included more often in the training and educational curricula for public health professionals. Although network thinking is becoming more common, network methods are still treated as specialized tools in public health education. Better and earlier training in these methods is a partial response to the NIH call for increased utilization of higher levels of analysis (110).

Network data and visual depictions should be used more often as a dissemination tool. Network diagrams are often easily understood by community, agency, and funding partners.

Public health scientists should identify areas of health research in which network analysis has been underutilized. In particular, we think that network analysis can make important contributions in the areas of public health preparedness, health policy, and health communication. For example, with the one exception of DOIs, we know very little about how social networks shape health communication among family members, friends, health professionals, and community organizations. Network analysis is an extremely flexible research tool and a rich theoretical paradigm: It will continue to be an important element of public health research and practice in the years to come.
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**Figure 1**
A graphic representation of the key players in Oregon’s tobacco control program. The underlying data came from a project conducted in 2005 by this review’s authors and funded by The American Legacy Foundation and the Association of State and Territorial Chronic Disease Program Directors.

**Figure 2**
A simplified map of the Königsberg bridges (a) and the corresponding graph used by Euler to examine the Königsberg bridge problem (b). This graphic was adapted from [http://www.amt.canberra.edu.au/euler.html](http://www.amt.canberra.edu.au/euler.html).
Figure 4

Two ways of visualizing the same network of state tobacco control agencies. The agencies are key partners in the Michigan tobacco control program. The underlying data came from a project conducted in 2005 by the authors and funded by The American Legacy Foundation and the Association of State and Territorial Chronic Disease Program Directors.
Figure 5

Categorization of network analysis applications in public health.
Figure 6
A comparison of (a) an epidemiologic model of syphilis transmission adapted from the *MMWR* (34) and (b) a network model of syphilis transmission from [http://www.pbs.org/wgbh/pages/frontline/shows/georgia/outbreak/details.html](http://www.pbs.org/wgbh/pages/frontline/shows/georgia/outbreak/details.html).
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